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ABSTRACT

A strong link exists between stratospheric variability and anomalousweather patterns at the earth’s surface.

Specifically, during extreme variability of the Arctic polar vortex termed a ‘‘weak vortex event,’’ anomalies

can descend from the upper stratosphere to the surface on time scales of weeks. Subsequently the outbreak of

cold-air events have been noted in high northern latitudes, as well as a quadrupole pattern in surface tem-

perature over theAtlantic andwesternEuropean sectors, but it is currently not understoodwhy certain events

descend to the surface while others do not. This study compares a new classification technique of weak vortex

events, based on the distribution of potential vorticity, with that of an existing technique and demonstrates

that the subdivision of such events into vortex displacements and vortex splits has important implications for

tropospheric weather patterns on weekly to monthly time scales. Using reanalysis data it is found that vortex

splitting events are correlated with surface weather and lead to positive temperature anomalies over eastern

North America of more than 1.5 K, and negative anomalies over Eurasia of up to23 K. Associated with this

is an increase in high-latitude blocking in both the Atlantic and Pacific sectors and a decrease in European

blocking. The corresponding signals are weaker during displacement events, although ultimately they are

shown to be related to cold-air outbreaks over North America. Because of the importance of stratosphere–

troposphere coupling for seasonal climate predictability, identifying the type of stratospheric variability in

order to capture the correct surface response will be necessary.

1. Introduction

Polar stratospheric variability is largely dominated by

vertically propagating Rossby waves of tropospheric

origin (Andrews et al. 1987). The resulting stratospheric

anomalies can in turn descend and influence surface

climate; although the mechanism for this coupling has

received much attention over the past decade, no clear

consensus has emerged. Among the leading theories

are wave–mean flow interactions (Christiansen 2001;

Wittman et al. 2007) and wave reflections at the strato-

pause (Perlwitz and Harnik 2003). The coupling time

scales are, however, more accurately constrained, with

northern annular mode (NAM) anomalies from weak

and strong vortex events descending from the mid-

stratosphere to the surface on time scales of weeks

(Baldwin and Dunkerton 2001). The resulting influence

at the surface can cause midlatitude storms to become

more intense, storm tracks to shift latitudinally, and the

frequency of high-latitude blocking events to change

(Thompson and Wallace 2001). Traditionally, weak vor-

tex events have been defined as either a ‘‘major sudden

stratospheric warming,’’ where a substantial fraction of

the vortex air mass is rigorously mixed into the back-

ground flow, or a ‘‘minor sudden stratospheric warming,’’

where the vortex air mass is disturbed but not to the

same extent. Both types of event have often been defined

using diagnostics based on the zonal mean (Charlton and

Polvani 2007, hereafter CP07) or annularmode (Thompson
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andWallace 1998). However, recent research has shown

increased understanding of these events when vortex

centric diagnostics are used, such as 2D vortex moments

(Waugh 1997; Waugh and Randel 1999; Mitchell et al.

2011a,b), which inherently take into account the zonally

asymmetric nature of weak vortex events.

During weak vortex events the vortex can either be

displaced off the pole (vortex displacement events) or

split into two daughter vortices (vortex splitting events),

and these are known to be predominantly associated with

vertically propagating Rossby waves of wavenumber

1 and 2, respectively (Andrews et al. 1987). The structure

and evolution of the vortex during these types of events

also differ greatly (Matthewman et al. 2009;Mitchell et al.

2011a) and may play an important role for understanding

surface climate (Nakagawa and Yamazaki 2006).

We know from Hoskins et al. (1985) and Ambaum

and Hoskins (2002) that a positive potential vorticity

(PV) anomaly in the stratosphere will result in an ele-

vated tropopause and vice versa. Indeed a point change

in stratospheric PV, Dq, can be linked to changes in the

tropopause pressure,Dptrop, via the following relationship:

Dq’2q(11Bu)
Dptrop
ptrop

, (1)

where Bu is the Burger number. We also note that

q5
(f 1=2

Hc)

s
, (2)

where f is the Coriolis parameter, =2
Hc is the relative

vorticity,H refers to the horizontal component, and s is

a stratification-related mass density.

In the context of this study, high positive PV over the

pole (i.e., the polar vortex) moving equatorward where

there is lower ambient PV will result in a large positive

PV anomaly in this region, which as a fractional change

will be larger than the negative PV anomaly over the

pole (i.e., where the vortex used to be). This will be re-

flected in either a larger positive anomaly in =2
Hc or

a bigger reduction in s, or probably both (Ambaum and

Hoskins 2002). This movement of PV will broadly result

in the following two features:

1) a sinking of the tropopause over the pole where the

vortex used to be, and

2) an elevation of the tropopause at lower latitudes to

where the vortex has been shifted.

As the PV anomaly is larger at lower latitudes, the

change in tropopause height will also be greater in magni-

tude.However, the climatological tropopause height will be

higher than in thepolar region andhence communication to

the surface may well be harder in this sense. Impor-

tantly, point 1 above will lead to similarities in surface

influences for both splits and displacements, but point

2 will lead to differences due to the vortex residing at

different latitudes and longitudes depending on the

event type.

Wilcox et al. (2012) showed, using a blended thermal

and dynamical tropopause definition, that significant

variations in tropopause height were observed along the

longitude plain as well as that of the latitude. While they

did not explicitly deal with the polar vortex, long-term

trends in the tropopause height may well be associated

with extreme vortex events. If the tropopause is elevated

in a certain region and depressed in another, then the

change in thermal expansion and contraction of the tro-

posphere may well influence surface climate.

With the possibility that weak vortex events will in-

crease under climate change (Bell et al. 2009), as well as

the possibility that the ratio of displacement to splitting

events may also increase (Mitchell et al. 2012a,b), the

need to understand surface influences for each type of

event separately is becoming ever more crucial.

2. Methods

a. Classification of event type

We use the 40-yr European Centre for Medium-Range

Weather Forecasts (ECMWF) Re-Analysis (ERA-40)

dataset over the period December 1958–April 2002. The

data are available at 6-h time intervals and have 23 ver-

tical pressure levels that range between 1000 and 1 hPa,

with 12 of these levels representing the stratosphere.

Note that the analysis was also undertaken using Na-

tional Centers for Environmental Prediction (NCEP)–

National Center for Atmospheric Research (NCAR)

data, and similar results were obtained.

Using ERA-40, we calculate elliptical diagnostics

(Waugh 1997; Waugh and Randel 1999) of the Arctic

polar vortex to obtain time series of the vortex area,

aspect ratio, and centroid latitude on the 850-K isen-

tropic surface (;10 hPa) (Mitchell et al. 2011a). The

results were insensitive to the choice of level between

650 and 1050 K (;30–5 hPa). This calculation involves

identifying the PV contour that represents the vortex

edge q as the sharpest potential vorticity gradient in an

equivalent latitude frame (Nash et al. 1996) and then

applying PV weighting functions (2D vortex moments)

inside the vortex region, defined in Cartesian coordinates

as

mab 5

ð ð
S
[q(x, y)2 q]xayb dx dy , (3)
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where q is the potential vorticity, a is the moment order

in the x direction, b is the moment order in the y di-

rection (both a and b are nonnegative integers), and S is

the surface of the vortex (Mitchell et al. 2011a).

To change fromCartesian to polar coordinate systems

we use a polar stereographic projection (Waugh 1997),

x5
cos(l) cos(f)

11 sin(f)
, y5

sin(l) cos(f)

11 sin(f)
, (4)

where l is the longitude and f is the latitude.

Equation (3) allows for the calculation of time series

of the following:

1) The vortex areaA, which is given by the zeroth-order

moment, a 5 0 and b 5 0 (i.e., A ’ m00).

2) The vortex centroid latitude fcent, which is given by

the first-order moment and is defined in Cartesian

coordinates as (x, y)’ (m01,m10). Transforming back

to polar coordinates then yields

fcent 5 tan21

�
x

y

�
. (5)

3) The vortex aspect ratio r, which is given by the

second-order moment such that

r5

(
(J20 1 J02)1 [4J211 1 (J202 J02)

2]1/2

(J20 1 J02)2 [4J211 1 (J202 J02)
2]1/2

)1/2

, (6)

where J denotes a transformation of Eq. (3) relative

to the centroid of the vortex [see Matthewman et al.

(2009) for more details].

Deseasonalized time series ofA,fcent, and rwere then

run through a hierarchical clustering algorithm (Wilks

1995), which was able to correctly identify days in which

the vortex was displaced, split, or stable, following the

exact methodology of Hannachi et al. (2011) (the reader

is referred to this study for technical details regarding

the clustering algorithm). To add confidence to the de-

finition, we officially define an event as either a split or

displacement if the vortex remains in this state for at least

five consecutive days.1 If the vortex state changes be-

tween split and displaced (i.e., does not return to the

stable state) within this 5-day window, a mixed event is

defined. A list of these events is given in Table 1, along

with a comparison of weak vortex events defined inCP07.

Note that although we use the clustering algorithm to

be consistent with Hannachi et al. (2011), similar dates

can be achieved by using a simple threshold method in

that splits are defined when the vortex aspect ratio is

notably elliptical, and displacements when the centroid

latitude is notably equatorward, adding confidence that

the clustering algorithm is reliable in this case.

b. Calculating the NAM

The NAM (known as the Arctic oscillation at the

surface) is the leading mode of wintertime variability in

the Northern Hemisphere circulation (Thompson and

Wallace 1998; Baldwin 2001). Here, we calculate the

NAM as the leading empirical orthogonal function (EOF)

of daily wintertime (November–April) geopotential anom-

alies poleward of 208N. The anomalies are calculated by

subtracting the seasonal cycle, which has been smoothed

with a 90-day low-pass filter. The daily NAM anomalies

are then determined by projecting daily geopotential

anomalies onto the leading EOF patterns. Finally, the

NAM is normalized at each level so that the entire time

series has unit variance. For this NAM definition we

use the zonal-mean geopotential following Baldwin and

Thompson (2009).

c. Calculating blocking

The blocking index is derived fromdaily-mean 500-hPa

geopotential height Z500 according to the method of

Tibaldi and Molteni (1990) as generalized to vary in

both latitude and longitude by Scherrer et al. (2006). At

each horizontal grid point with latitude f and longitude

l, the equatorward meridional gradient of Z500 is esti-

mated as Deqw 5 [Z500(l, f) 2 Z500(l, f 2 Df)]/Df,
where Df 5 158 as in Scherrer et al. (2006). The pole-

ward gradient is similarly defined as Dplw 5 [Z500(l, f1
Df) 2 Z500(l, f)]/Df. An ‘‘instantaneous blocking’’

(IB) event is defined to occur when the following two

conditions are fulfilled: 1) Deqw . 0, indicating reversal

of the climatological gradient of Z500 with easterlies

equatorward of f, and 2) Dplw , 210 m (8 lat)21, in-

dicating strong westerlies poleward of f. The IB index

b is defined to be 1 when these two conditions are sat-

isfied, and 0 otherwise. The blocking frequency in events

per day is simply the time mean of b.

d. Statistics

We use Student’s t tests and Monte Carlo resampling

methods to assess statistical significance throughout this

study. The null hypothesis of the Student’s t test is that

the means of the datasets are not significantly different

from zero. The validity of the test is also assessed by

testing for Gaussianity of the data.

1 Applying persistence time scales of between 5 and 10 days does

not alter the conclusions of this study.
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The Monte Carlo method assesses significance by

comparing the probability density function (PDF) of the

average NAM during 18 randomly averaged samples

with those specifically of splitting and displacement events,

resampled 105 times. Here a sample is defined as a random

period of 45 consecutive days during any winter in the

dataset. Note that 18 random events were used here

because it is close to the composite of splitting events

(18) and displacement events (19) determined during

the classification stage. In reality the shape of the PDF

TABLE 1. A summary table of weak vortex event onset dates from this study (column 2) compared with dates calculated in CP07

(column 5). Events are either classed as a displacement (D), a split (S), or a mix of both (M). The two studies are broadly said to be

comparable if the onset dates are within a month of each other. Here DT10 reports the mean area-weighted 508–908N cap temperature

anomaly at 10 hPa for 5 days on either side of the central warming date.

No. Event onset Event type DT10 (K) CP07 onset CP07 type DT10 (K)

1 11 Mar 1959 D 4.1 — — —

2 24 Dec 1959 S 3.2 15 Jan 1960 D 5.9

3 18 Dec 1960 S 12.7 — — —

4 8 Mar 1961 D 7.9 — — —

5 2 Feb 1962 S 2.1 — — —

6 9 Mar 1962 S 22.1 — — —

7 22 Jan 1963 S 7.0 28 Jan 1963 S 10.5

8 10 Mar 1964 D 9.1 — — —

9 14 Dec 1965 D 3.9 16 Dec 1965 D 6.7

10 — — — 24 Feb 1966 S 3.1

11 2 Jan 1968 S 14.4 7 Jan 1968 S 12.0

12 — — — 28 Nov 1968 D 5.3

13 — — — 13 Mar 1969 D 4.3

14 — — — 1 Jan 1970 S 6.8

15 16 Jan 1971 S 11.4 18 Jan 1971 S 9.6

16 — — — 19 Mar 1971 S 22.9

17 14 Feb 1972 S 4.1 — — —

18 — — — 31 Jan 1973 S 6.6

19 12 Mar 1974 D 4.3 — — —

20 20 Jan 1975 S 6.9 — — —

21 15 Mar 1975 D 6.6 — — —

22 28 Mar 1976 S 6.3 — — —

23 — — — 9 Jan 1977 S 9.1

24 19 Jan 1978 S 1.4 — — —

26 18 Feb 1979 S 2.4 22 Feb 1979 S 3.7

27 15 Feb 1980 S 2.7 29 Feb 1980 D 11.5

28 16 Mar 1980 D 5.1 29 Feb 1980 D 11.5

29 — — — 4 Dec 1981 D 0.1

20 21 Jan 1982 S 9.6 — — —

30 22 Feb 1983 D 8.9 — — —

31 26 Feb 1984 D 12.1 24 Feb 1984 D 11.1

32 25 Dec 1984 S 2.2 1 Jan 1985 S 13.0

33 3 Jan 1986 S 24.9 — — —

34 13 Mar 1986 D 5.0 — — —

35 18 Jan 1987 D 10.1 23 Jan 1987 D 10.2

36 1 Dec 1987 M 7.6 7 Dec 1987 S 14.1

37 10 Mar 1988 D 11.7 14 Mar 1988 S 11.7

38 17 Feb 1989 D 14.7 21 Feb 1989 S 12.8

39 6 Feb 1990 D 6.1 — — —

40 12 Jan 1992 D 12.8 — — —

41 20 Mar 1992 D 6.5 — — —

42 10 Jan 1995 S 6.0 — — —

43 13 Jan 1998 S 2.4 — — —

44 19 Feb 1998 D 5.6 — — —

45 10 Dec 1998 M 10.7 15 Dec 1998 D 12.7

46 27 Feb 1999 D 13.2 26 Feb 1999 S 11.0

47 — — — 20 Mar 2000 D 5.3

48 3 Feb 2001 D 7.5 11 Feb 2001 D 6.3

49 28 Dec 2001 M 14.9 30 Dec 2001 D 12.9
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does not vary greatly if 19 samples are used. The result is

also not sensitive to the number of resampling iterations.

3. Comparison with CP07

In this study, we distinguish between splitting and

displacement vortex events using a clustering algorithm

of the 850-K (;10 hPa) vortex area, aspect ratio, and

centroid latitude (Mitchell et al. 2011a; Hannachi et al.

2011) to define 19 displacement events and 18 splitting

events (see section 2). Our method is completely distinct

from that of CP07, who class an event as disturbed when

the zonal mean zonal wind (ZMZW) at 608N and 10 hPa

reverses, and then proceed to class a split vortex when

two vortices with a circulation ratio of 2:1 or higher are

present (all other events are automatically defined as

displacements). Table 1 gives a comparison between

dates defined using our method (column 2) and those

defined in CP07 (column 5). The average cap (508–908N)

temperature anomaly at 10 hPa for 5 days on either side

of the event onset is also included to give a measure of

event magnitude.

First, it is noted from Table 1 that our method iden-

tifies an expanded sample size of events relative to CP07.

While many of the event dates are similar between the

two studies, we note that the extra events included in this

study are of highmagnitude and seem to be as extreme as

the previously identified events. Figure 1 shows the cap

temperature anomaly at 10 hPa for all events in Table 1

where our method defined an event, but CP07 did not

(shown in blue), and all events in Table 1 where CP07

defined an event, but we did not (shown in red). The thick

lines give composites of these events and on average our

events are higher in magnitude than those of CP07, al-

though we note that the differences are not statistically

significant. It should be noted that two events using our

definition actually have a colder-than-average polar cap

temperature (Fig. 1, solid black lines), and these occur

simply because the vortex is particularly disturbed after the

peak in polar cap temperature; in one case this eventually

leads to another large polar cap temperature anomaly.

A further interesting disparity between the two sets of

dates is the inclusion of six new events during the 1990s.

While traditionally thought of as a less dynamically ac-

tive period than normal, this does notmean that extreme

events were unable to occur. In particular the event on

12 January 1992 (event 40 in Table 1) was one of the

largest on record in terms of cap temperature anomaly,

reaching 12.8 K. Considering this event more closely,

Fig. 2 shows the evolution of the 850-K (;10 hPa)

Northern Hemisphere PV fields at 2-day intervals fol-

lowing the onset. For reference a composite of PV during

January is given in the top left panel. When contrasted

with the composite, it is clear that the polar vortex during

this particular event is highly displaced from the pole.

Throughout the 8 days studied here the classic comma

shape of the vortex can be observed, with a large filament

of PV rotating out of the main vortex mass and being

mixed into the background flow in a period of irreversible

wave breaking. Large displacements such as this are

particularly important as they represent a shift in spatial

location of high-magnitude stratospheric PV, which may

influence the tropopause and hence tropospheric circu-

lation (Ambaum and Hoskins 2002). This particular re-

sult suggests that extreme vortex interactions over the

1990smaywell bemore abundant than previously thought.

Finally we compare the event type between our study

and CP07. Figure 3 shows the event type as a function of

month and year for (top) our study and (bottom) CP07.

FIG. 1. Composites of the area-weighted 508–908N cap temper-

ature anomalies at 10 hPa for (blue) the events that are defined in

this study but missed in CP07 and (red) the events that are defined

in CP07 but missed in this study. Thick lines show the average of all

events. Thin lines show individual events. Black lines show events

where the average cap temperature 5 days on either side of the

central date is negative for (solid) the moment method and

(dashed) the CP07 method.
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We can see that in our study the majority of displacement

events occur in February andMarch, whereas themajority

of splits occur in December and January. In contrast, the

events from CP07 seem to be more evenly distributed

throughout the year, although as in our definition there is

a tendency for splits to be more concentrated in January.

To summarize we note the following advantages and

disadvantages of using the method developed here com-

pared with CP07:

Advantages:

1) Our method uses a specifically developed vortex

centric criterion in defining an event, and therefore

takes into account the zonal asymmetry of the vortex

evolution, whereas CP07 uses a method based on

zonal symmetry.

2) Taking measurements at a single point, as in CP07

(i.e., at 608N and 10 hPa) means that events are often

missed that can occur elsewhere (e.g., 658Nand 7 hPa).

Ourmethodmakes use of full longitude–latitude fields,

although we note that as in CP07 it does not have

a vertical dependence.

3) Using our definition often captures high-magnitude

‘‘minor’’ warmings, which can be more dynamically

significant than ‘‘major’’ warmings defined in CP07.

This allows for a higher sample size and therefore

better statistics.

4) Our method explicitly defines splits and displace-

ments, whereas CP07 only defines splits and infers

that all other events where the ZMZW at 608N and

10 hPa is less than zero are displacements.

Disadvantages:

1) The use of zonal-mean wind in CP07 means that

multimodel comparisons can be made with little

effort. On the other hand, few models output PV,

as needed for our method, so more effort is required

in first calculating this quantity.

2) Our method depends on either a markedly elliptical

vortex to define splits or extreme equatorward shifts

FIG. 2. Northern Hemisphere (NH) PV fields on the 850 K (;10 hPa) surface for the event that began on 12 Jan 1992. Top left shows the

climatological January PV on the same surface.
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in the vortex centroid to define displacements. If the

vortex air mass becomes symmetrically disturbed

about the pole, these diagnostics may well not define

an event.

4. Analysis

Using our set of displacement and splitting events, the

time–height evolution of the NAM over the winter pe-

riod (October–March) is examined (Fig. 4). Anomalies

during a vortex splitting event (bottom) seem to have

a greater influence on the surface than during a dis-

placement event (top). The signal during displacement

events stops at the tropopause whereas it can descend

to the surface during splitting events where it persists

for ;60 days. The vertical evolution between the two

types of event also varies, with splitting events occurring

almost instantaneously throughout the depth of the

stratosphere, suggesting an excitation of the barotropic

mode and lending support to the idea of wave resonance

(Esler and Scott 2005). The peak tropospheric signal

occurs around 30 days following the event onset (we

note that this result is not dominated by a few anoma-

lous events) and suggests that if one has knowledge that

a weak vortex event has begun, surface effects may be

predictable on these time scales (Christiansen 2005).

However, a positive NAM anomaly is observed in the

stratosphere as a precursor to both displacement and

splitting events (Fig. 4), and is strong enough that an

elevated tropopause is observed (Ambaum and Hoskins

2002) (solid black line). Consequently, a further measure

FIG. 3. Seasonal distribution of splitting (square), displacement

(circle), and mixed (triangle) events. The abscissa denotes the year

in which a given NH winter begins and the ordinate gives the in-

traseasonal timing of the event. Shown are (top) events defined in

this study and (bottom) events defined in CP07.

FIG. 4. Composites of the time–height evolution of the NAM during (a) 19 vortex displacement events and (b) 18

splitting events. The horizontal line is a composite of the thermal tropopause level for the two types of event. Lag 0 shows

the onset of an event asmeasured at 10 hPa.Contour intervals are 0.25 and the region between20.25 and 0.25 is unshaded.
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of predictability up to a month before the onset of these

events may be apparent. To determine the significance

of the positive stratospheric NAM precursors, and sub-

sequently its use for potential predictability, we test how

likely it is that events of this magnitude occur over

random periods during the winter. This is assessed by

randomly resampling the mean of the NAMover 45-day

periods at 10 hPa during winter (Fig. 5a, PDF) and then

comparing with the same measure calculated during

splits (squares) and displacements (circles).2 We ob-

serve that during both displacements and splits, the

positiveNAMsignal is over two standard deviations from

the mean of randomly sampled events and is therefore

statistically significant at the 95% level.

Perhaps more important is the surface NAM [Arctic

Oscillation (AO)] signal from each type of event and

this is assessed using the same resampling technique,

although now the surface signal for the period 15–60

days following (as opposed to preceding) an event is

studied (Fig. 5b). For splitting events (square) the AO

has a mean value of 20.43, and is greater than two stan-

dard deviations from the mean of the PDF. In contrast,

the mean AO following displacement events (circle) is

not significantly different from the mean of the PDF.

This implies that surface variability associated with the

AO, such as an increased occurrence of high-latitude

blocking and modulation of the midlatitude storms

(Thompson and Wallace 2001), is far more likely fol-

lowing splitting events than displacements. This result

is in agreement with Nakagawa and Yamazaki (2006),

who showed that events with enhanced upward flux of

wavenumber-2 scale planetary waves were more likely

to propagate to the surface than those with a reduced

upward flux (see also Yoden et al. 1999). However, it is

noted that not all vortex splitting events are dominated

by wave-2 activity.

It could be argued, however, that it is not only the

instantaneous NAM response that matters when con-

sidering the tropospheric impact from a weak vortex

event, but also the tendency in the NAM at the surface.

For instance, one can see a positive AO anomaly during

the displacement onset (Fig. 4a) followed by a negative

AO anomaly;30 days following the event. Likewise for

the splitting events, a weak negative AO anomaly is

observed during the event onset that proceeds to be-

come more strongly negative after;30 days. In terms of

the AO trend these events would seem quite similar. We

FIG. 5. (a) The PDF of the mean NAM at 10 hPa during 18 randomly averaged 45-day periods, resampled 105

times. The square (circle) gives the NAM value for the period between 245 and 0 days before splitting (displace-

ment) events. (b) As in (a), but for the NAM at 1000 hPa and over the period between 15 and 60 days following an

event. The vertical solid line shows the mean of the PDF. The vertical dashed lines show the std dev of the PDF (see

section 2 for more details).

FIG. 6. Trend in the time series of the averageAO for splits (black)

anddisplacements (gray)615 days on either side of the lag day.Days

are lagged relative to the event onset (day 0).Units are change inAO

per month. Dashed lines show values of the AO trend which are

significant at the 95% level using a Monte Carlo resampling test.

2 This period was chosen to allow time for anomalies to propa-

gate to the surface following an event onset. Changing the period

decreases the magnitude of the signal, but crucially does not alter

the significance.
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therefore plot the trend in the time series of the average

AO for splits and displacements (Fig. 6, gray and black

lines respectively).3 The trends are calculated for 615

days either side of each lagged day from the onset. For

example, at lag 5 0 we are calculating the trend in the

AO for the period of 15 days before the event onset to 15

days after the event onset. At lag5 1 we do the same but

for 14 days before the event onset to 16 days after, and so

on. Here we observe that both splits and displacements

do have a similar AO trend around 10 days following the

event onset, and this is significant according to Monte

Carlo resampling at the 95% significance level (given by

the dashed lines). However, the AO values begin to

recover earlier for displacements (at ;40 days after the

onset) than for splits (;55 days), emphasizing the longer

persistence time scales associated with splitting events.

To contrast the large-scale atmospheric dynamics be-

tween the two types of event and understand better the

surface influences between them, we proceed to analyze

the mean sea level pressure (MSLP) anomalies during

three separate periods. We choose the 30 days prior

to the onset (precursor stage), 30 days after the onset

FIG. 7. Composites of MSLP in the NH during vortex (left) displacement events and (middle) splitting events, and (right) the difference

taken as split minus displacement. Shown are composites of (top) the precursor stage (lag 5 from 230 to 0 days), (middle) the mature

stage (lag5 from 0 to 30 days), and (bottom) the decay phase (lag5 from 30 to 60 days). Red regions are positive and blue are negative.

Stippled areas show statistical significance at the 95% level according to a Student’s t test.

3 The trend is calculated by applying a least squares linear fit to

the time series.
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(mature stage), and 30 days following the mature stage

(decay stage) (Kolstad and Charlton-Perez 2010;

Limpasuvan et al. 2004) (Fig. 7). Note that the Decem-

ber–February (DJF) mean and variance fields in MSLP

(Fig. 8) do not vary greatly between December and

February, and therefore the DJF composites can be used

with confidence to interpret winter anomalies. The stron-

gest MSLP anomaly is observed as a precursor to dis-

placement events (Fig. 7a) and shows a wave-1 structure

that projects well onto the stationary wave pattern

(Garfinkel and Hartmann 2008), allowing for enhanced

propagation of wave-1 anomalies into the stratosphere.

During the mature and decay phases following the

displacement (Figs. 7d,g), very little surface signal is

observed, consistent with the previous analysis.

A precursor signal is also observed before the splitting

events (Fig. 7b), and while this does not project well

onto the NAM, it does show wave-2 features and is

consistent with previous studies (Garfinkel et al. 2010).

Over the two periods following the splitting event (Figs.

7e,h) an equatorward shift and a deepening is observed

in both the Aleutian and Icelandic lows (for reference to

the climatology, see Fig. 8), a pattern that is reminiscent

of a negative NAM. Consequently, it is likely that fol-

lowing splitting events storm tracks would shift equa-

torward and mobile cyclones would be enhanced at

lower latitudes (Thompson and Wallace 2001).

It is also useful to consider the difference in the sur-

face response for the two types of event relative to each

other, rather than relative to the climatology. Figure 7

(right) therefore plots the split minus displacement dif-

ference. Statistically the largest differences are observed

in the precursor stage, implying that MSLP patterns are

distinct preceding splits and displacements. However,

for all 60 days following an event anomalously low pres-

sures are observed over the northern Africa and western

Europe regions, suggesting usefulness for a priori knowl-

edge of an event type in seasonal forecasting over this

region.

It should be noted here that CP07 did a similar anal-

ysis using their definitions of splits and displacements

and found that a negative NAM response was present in

both the splitting and displacement cases, albeit weaker

than the negative NAM response reported in this study

for splitting events. No doubt the differences here arise

in how we characterize events; however, more strong

negative NAM events (or likewise fewer weak NAM

events) make up the split composite in our study than do

either of the composites in CP07.

To expand on this we consider regional projections of

the surface temperature that are important for seasonal-

scale climate forecasts (Fig. 9). Consistent with the strong

cyclonic flow of air around the anomalous low overNorth

America, observed in the MSLP precursor to displace-

ment events, temperature anomalies exceed 3 K over

mainlandNorthAmerica (Fig. 9a). The subsequentmature

and decay phases show little significance except for high-

magnitude cold anomalies of;21.5 K in themid to high

FIG. 8. Polar stereographic projections of the daily MSLP (a) climatology and (b) std dev over winters (DJF) from

1958 to 2002.
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latitudes over the Americas (Fig. 9d). Previous studies

have noted the occurrence of ‘‘cold-air outbreaks’’ in this

region (Thompson et al. 2002; Kolstad and Charlton-

Perez 2010); however, this analysis shows that such out-

breaks often occur following displacement events rather

than splitting events. Because of the strong precursors

associated with these events, a measure of predictability

can be inferred.

In comparison, during the precursor stage of splitting

events (Fig. 9b) cold anomalies are observed over North

America and throughout Eurasia, whereas warmer

anomalies are observed over Greenland. The mature

stage shows a different response to that of displacement

events and indicates a 21-K anomaly over southern

Eurasia. However, the largest impact from either type of

weak vortex event is evident during the decay period of

a splitting event (Fig. 9h), during which a strong tem-

perature dipole is observed with warm anomalies of up

to 1.5 K over eastern NorthAmerica, and cold anomalies

of up to 23 K over northern Eurasia. These strong neg-

ative anomalies are twice as large as the cold-air out-

breaks noted over North America during displacement

events and are unique to splitting events. It is noted,

however, that the surface temperature patterns are sim-

ilar for both types of event during the decay phase, and it

is the intensity of the signal that is most dissimilar.

As before, we also consider the difference (split minus

displacement) in surface temperatures (Figs. 9c,f,i). Con-

sistent with the MSLP analysis, a strong difference is

observed in the precursor stage, as well as a cold bias

following a split compared to a displacement over North

Africa and western Europe for all 60 days after the event,

highlighting the influence of the stratospheric state on this

region.

With a change in temperatures over lands and ocean

an inevitable change in the land–sea contrast is observed,

FIG. 9. Surface temperature anomalies in the NH during vortex (left) displacement events and (middle) splitting events, and (right) the

difference taken as split minus displacement, for (top) the from230 to 0 day period before the event, (middle) the 0–30-day period after

the event, and (bottom) the 30–60-day period after the event. The fields have been smoothed using a 10-point smoothing filter to em-

phasize larger scales. Statistically significant areas at the 95% level according to a Student’s t test are stippled.
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and hence Rossby wave generation can be modified.

This could potentially lead to a change in tropospheric

blocking events (Andrews et al. 1987), which are known

to result in persistently anomalous weather conditions.

To tie in the blocking with the NAM response we ob-

served in Fig. 4, we first composite blocking activity for

strong AO (AO . 1.6) and weak AO (AO , 21.6)

events (Fig. 10; for a description of how we calculated

the blocking index, see section 2c). Here we see that in

both cases the largest response is over the Atlantic and

European regions. Specifically, for the weak AO events

(which are important for our analysis) increased blocking

activity is observed over the North Atlantic, and de-

creased activity is observed in a band spanning from the

mid-Atlantic to western Europe.

Considering the optimal periods where splits and dis-

placements interact with the surface (i.e., from Fig. 4), we

composite the instantaneous blocking for displacements,

splits, and the difference (splitminus displaced) in Fig. 11.

During the period before a displacement event we

observe an increased occurrence of Eurasian blocking

and decreased occurrence of blocking over the Atlantic

and Pacific basins. This is in agreement with Woollings

et al. (2010), who show a similar spatial pattern to that

of a positive AO (i.e., Fig. 10b), demonstrating good

agreement with the positive NAM anomaly observed to

descend from the stratosphere as a precursor to dis-

placements. Note that if a 5-day persistence criterion is

imposed on the blocking definition, the blue region be-

comes less significant. Interestingly, the blocking activity

following a displacement shows an increase over Canada

that may well be linked to the cold-air outbreaks in this

region (note that the blocking index that we are using

shows Canada to be an area of low blocking activity).

While at the 95% level4 the significance of blocking

activity is low for the period before splits (Fig. 11b), at

the 90% level a significant increase is observed over the

North Atlantic and northern Eurasia (not shown),

hinting at a wave-2 type pattern. The period following

a split does, however, show more of a signal. The spatial

pattern suggests a strong negative AO (Fig. 10a) and

agrees well with the downward propagation of a weak

NAM signal observed during a vortex splitting event. In

particular, large decreases in blocking activity can be

seen over the Atlantic and European sectors and the

blocking pattern over northern Eurasia is consistent

with the large cold anomaly observed in Fig. 9. The split

minus displacement difference (Fig. 11f) in this region is

also large and, when taken in conjunction with the sur-

face temperature andMSLP analyses, it is clear that this

FIG. 10. Composites of deseasonalized blocking frequency at Z500 in the NH for (left) strong positive AO events and

(right) strong negative AO events. Units are blocking frequency per day.

4 We choose to use aMonte Carlo method of significance testing

(see section 2) because the underlying distribution of blocking

activity is not assumed to be Gaussian.
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is a region of importance when considering the different

influences of weak vortex events on surface climate.

5. Summary

In this paper we have developed a novel method of

defining polar vortex splits and displacement. This method

has been contrasted against that of Charlton and Polvani

(2007) to reveal advantages and disadvantages of using

both, and most importantly we have shown that one must

treat vortex splitting and displacement events individually

if a true representation of the subsequent surface influence

is to be achieved. To do this the most up-to-date measures

of vortex variability and tropospheric blocking have

been employed and yield the following conclusions:

a. Vortex displacements

d Preceding these events are often anomalously low pres-

sure systems over North America and high pressure

systems over western Europe and the Pacific. Associ-

ated with this are warm temperature anomalies over

Northern America and an increase in blocking over

northern Eurasia.
d While the stratospheric NAM anomaly is large for

these events, with a potential for predictability up to

a month before hand, the anomaly is not seen to

descend through the troposphere. At the surface the

AO trend is similar around the onset date for both

splits and displacements, although the AO anomaly

persists for ;15 days less during displacements.
d The largest surface impact from displacement is

observed over the month following an event and

shows anomalously cold temperatures of magni-

tude 21.5 K over North America, a feature that is

not observed for the splitting case. Associated with

this, increased blocking activity is observed over

Canada.

FIG. 11. Composites of deseaonalized blocking frequency atZ500 in the NH for vortex (left) displacement and (middle) splitting events, and

(right) the difference taken as split minus displacement. Shown are composites (top) before an event (lag5 from245 to 0 days) and (bottom)

after an event (lag5 from 15 to 60 days). Units are blocking frequency in events per day, expressed as the percentage of blocking days. Stippled

areas show statistical significance at the 95% level using a Monte Carlo method for the composites, and a Student’s t test for the differences.
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b. Vortex splits

d Preceding splitting events are anomalously low tem-

peratures over Eurasia, with a wave-2-like pattern

observed in MSLP.
d The midstratospheric NAM signal following splitting

events is weaker than that which follows displacements

events, but importantly anomalies can descend from

themidstratosphere to the surface, unlike displacement

events. The evolution of the anomalies are also far

more barotropic than during displacement events.
d For 60 days following a splitting event a coherent

negative AO anomaly is observed. Consistent with

this, high-latitude blocking in both the Atlantic and

Pacific basins increases while blocking in the mid-

Atlantic, Europe, and western Eurasia decreases. Ulti-

mately the largest effect from these events is observed

over northern Eurasia with low temperature anomalies

of up to 23 K.

Recently many studies have alluded to the strato-

spheric involvement in extended range forecasting (e.g.,

Christiansen 2005; Fletcher et al. 2007; Hardiman et al.

2011). The implications of these results for monthly-

scale climate forecasts in the high northern latitudes are

great and the different surface response to displaced and

split vortex events demonstrates the necessity for fore-

casting systems, and climate models, to correctly simu-

late the evolution and frequency of these two types of

vortex disturbances. On a fundamental level this will

involve models including a fully resolved stratosphere

with an excellent representation of how the structure

and evolution of the Arctic polar vortex varies

throughout winter, so that the distinct influence from

splitting and displacement events can be appropriately

captured.
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