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ABSTRACT

A simple mechanistic model, with time-independent planetary wave forcing at the lower boundary, is used
to investigate the observed differences between the Northern Hemisphere (NH) and Southern Hemisphere (SH)
stratospheric evolution. Considered here are differences in both the zonal mean and the zonal wavenumber 1
structure of the winter vortex throughout its seasonal evolution. In particular, for small and intermediate forcing
values the model robustly produces the midwinter minimum in geopotential wavenumber 1 amplitudes observed
in the SH lower and middle stratosphere. This feature is considered from the different viewpoints of transitions
between stable equilibria, wave transmission properties of the mean flow, and resonant type interactions with
the lower boundary wave forcing, to assess the extent to which these viewpoints, previously studied in the
context of models representing variation with height only, are relevant to a more complicated model representing
variation in both height and latitude. Results show that resonance with the lower boundary forcing in early and
late winter, leading to early and late winter wave maxima and hence to an associated midwinter minimum, is
the dominant mechanism in the model considered. For large forcing amplitudes more typical of the NH, two
possible winter and late winter evolutions are found to exist for the same forcing amplitudes. Which of these
is selected depends on the details of the forcing in early winter. Note that there is no constant value of wave
forcing amplitude that produces both a SH-like, undisturbed winter evolution as well a strong final warming,
suggesting that time-varying lower boundary wave forcing is necessary to simulate these aspects of the SH
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evolution.

1. Introduction

This paper considers the seasonal evolution of the
winter stratospheric circulation with particular emphasis
on the differences between the Northern Hemisphere
(NH) and Southern Hemisphere (SH) evolution. The
major difference is that the NH polar vortex is weaker
and more disturbed compared to that of the SH. In other
words, the zonal mean zonal velocities are generally
weaker, and the NH geopotential wave amplitudes are
generally stronger than those in the SH. The NH polar
vortex is also susceptible to more frequent and stronger
sudden warming events, with the attendent reduction or
even reversal of zonal mean zonal velocities and tem-
perature increases. Such interhemispheric differences
can be associated with amore disturbed NH troposphere
resulting from stronger NH topography and land—sea
surface temperature contrasts. As observations of the
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SH stratosphere have improved, aclear pattern of winter
evolution has emerged, with twin maxima in the geo-
potential wave amplitude in early and late winter, and
an intervening midwinter minimum, first noted by La-
bitzke (1980) and Hirota et al. (1983), and investigated
further by Randel (1988) using an 8-yr (1979-86) cli-
matology of daily geopotential data. In contrast, no such
pattern has been observed in the NH. Shiotani et al.
(1993) have also noted interesting interannual variabil-
ity in the winter evolution in the SH.

The different strengths of the NH and SH polar vor-
tices and their evolution throughout winter has well-
known and important consequences for stratospheric
chemistry and midlatitude ozone concentrations (see,
e.g., Mclntyre 1990; WMO 1999, Chapter 7, and ref-
erences therein). Interest in the dynamics of the strato-
spheric circulation has been reinvigorated by the oc-
curence of several anomalous cold NH winters in the
1990s and the difficulties of determining whether such
anomalous winters are part of a systematic trend, per-
haps triggered by increasing atmospheric CO,, or sim-
ply a manifestation of interannual variability (e.g.,
Waugh et al. 1999).

In this paper two features of the seasonal evolution
of the stratospheric circulation will be discussed. First,
the twin maxima in geopotential wave amplitude ob-



804

served in early and late winter in the SH will be con-
sidered from different dynamical points of view (sec-
tions 2 and 4). We will use an idealized model to look
at both wave transmission properties of the zonal mean
flow as well as resonance properties of the mean flow
with the lower boundary wave forcing. Second, different
types of vortex evolution, namely SH-like undisturbed—
quasilinear evolution and NH-like disturbed-nonlinear
evolution, will be considered as possible stable evolu-
tion states arising from similar wave forcing amplitudes
(sections 2 and 5). This latter discussion does not imply
that it might be possible to obtain a SH-like vortex
evolution with NH type forcing amplitudes, or vice ver-
sa. Rather, it suggests that, once established, a strong
vortex may be less disturbed by subsequent strong wave
forcing (which, in the SH, could result from anoma-
lously strong baroclinic disturbances in the tropo-
sphere). Such aclaim has natural theoretical justification
from elementary considerations such as the Charney—
Drazin criterion for wave propagation (Andrews et al.
1987) and from the refractive index properties of the
zonal mean zonal velocities.

The model used in the main part of the study is a
primitive equation model on a spherical domain with
full latitude and height structure and asingle wave-mean
structure in the zonal direction. This simple zonal struc-
ture is capable of representing many important features
of the large-scale circulation, as discussed in Haynes
and Mclntyre (1987) and referencestherein. Thissimple
model allows for computationally inexpensive integra-
tions of the annual cycle and therefore a thorough ex-
ploration of various parameter regimes. The wave forc-
ing is represented by specification of the geopotential
wave amplitude at the lower boundary and the seasonal
cycle is represented by a time-varying radiative basic
state, to which the zonal mean temperature field is re-
laxed using Newtonian cooling. In this configuration the
model is a natural extension of the one-dimensional,
height-only models used by Yoden (1990) and Plumb
(1989) in similar studies, and is an important link be-
tween these and three-dimensional models.

The structure of the paper is as follows. In section 2
different mechanisms are outlined that have been sug-
gested previously as possible explanations for the ob-
served differences between the NH and SH evolution,
in particular the SH midwinter wave minimum. These
mechanisms are illustrated in the simplest possible
wave-mean flow model, a channel model with no height
or latitude structure and only one zonal wave. The idea
here is not so much to compare the evolution of the
atmosphere to this simple model but rather to make clear
the concepts of resonance, quasi-static behavior, and
multiple stable states that will be addressed later. In
sections 3 and 4 the idealized stratospheric primitive
equation model, which allows wave propagation in the
height- atitude plane, is introduced. Particular attention
is given to assessing the relevance of the concepts in-
troduced in section 2, now combined with consideration
of wave transmission properties, to the linear and quasi-
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linear regimes relevant to the SH. In section 5 the non-
linear response of the primitive equation model is ex-
amined when stronger wave forcing is used. Attention
here is focused on the question of multiple stable states
existing under the same wave forcing amplitude, and in
particular how a given state can persist even when the
wave forcing amplitude is changed. In section 6 we
consider the robustness of the results presented in sec-
tions 4 and 5 to changes in the zonal resolution of the
model by repeating certain integrations with higher zon-
al wavenumbers included. A summary and conclusions
are given in section 7.

2. Main ideas and their illustration in a reduced
model

We begin with a brief review of the signature of the
SH midwinter wave minimum, and various suggested
explanations. The minimum was first noted by Labitzke
(1980) and Hirota et al. (1983) and investigated further
by Randel (1988) using an 8-yr (1979-86) climatology
of daily geopotential data. The data showed early and
late winter maxima most prominently in the stationary
and transient wavenumber one geopotential height am-
plitude in the middle and upper stratosphere, without
any such twin maxima structure in the lower strato-
sphere or upper troposphere. Randel reports further that
the wave maxima are in disagreement with lower strato-
spheric wave transmission properties as defined by the
refractive index, which suggest strongest vertical wave
propagation in August, during the observed wave min-
imum. The pattern can also be contrasted to the NH
evolution, which has a single, stronger wave maximum
occuring in January, shortly after midwinter.

Various numerical studies have been conducted of this
midwinter minimum, which have led to conceptually
different explanations of the underlying mechanisms.
Plumb (1989) used a height-dependent beta-plane chan-
nel model containing only a single meridional mode,
relaxing the zonal mean velocities towards an idealized,
seasonally varying radiative basic state and forcing
waves with zonal wavenumber 1 or 2 at different am-
plitudes. The essential characteristics of the midwinter
minimum were successfully reproduced. In Plumb's
(one-dimensional) model, the range of zonal velocities
(V) dlowing upward wave propagation is given by the
Charney—Drazin (1961) criterion,
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wherek and | arethe zonal and meridional wavenumbers
[Andrews et al. 1987, Eq. (4.5.15)]. For small forcing
amplitudes the zonal mean zonal velocitiesin midwinter
remained sufficiently strong to prevent upward wave
propagation and the response remained in a linear re-
gime close to the radiative basic state. Consequently,
large wave amplitudes in middle and upper levels were
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only obtained in early and late winter when the zonal
mean zonal velocity permitted upward wave propaga-
tion by (1). For large forcing amplitudes, on the other
hand, a nonlinear regime was obtained in which there
was significant wave-mean flow deceleration, and large
wave amplitudes were present throughout the entire
winter. Thetwo different regimes—Iinear for small forc-
ing and nonlinear for large forcing—were likened to the
observed SH and NH winter evolutions, respectively.

This essentially quasi-static explanation of the inter-
hemispheric differences, based on wave transmission
properties of the mean flow, was investigated further by
Wirth (1991). By quasi-static we mean that the time lag
between the seasonal cycle of the actual temperature
and the seasonal cycle of the radiative equilibrium tem-
perature is small. Note that the wave transmission prop-
erties, that is, those aspects of the mean flow that affect
the propagation of waves, depend on both the strength
and the latitudinal structure of the mean flow. The effect
of the latter was absent in Plumb’s (1989) one-dimen-
sional model. Quantities such as the refractive index
defined by Matsuno (1970) are a useful indication of
the transmission properties but must be used with care
since there is no scale separation between the waves
and the mean flow. Wirth solved the linear steady-state
quasi-geostrophic equations on the hemisphere, using a
prescribed zonally symmetric basic-state and a station-
ary, wavenumber-1 lower boundary forcing based on
climatological monthly mean winds and geopotential
amplitudes. This procedure gave a maximum in strato-
spheric wave amplitudes in late winter but none in early
winter. Further, since the refractive index in the lower
stratosphere showed no seasonal variation compatible
with the twin maxima in observed wave amplitude, it
was suggested that the link between upper-level wave
amplitudes and lower-level wave transmission proper-
ties of the mean flow may be weaker than previously
thought.

An dlternative approach was adopted by Wakata and
Uryu (1987) and Yoden (1990). Using essentially the
same model as Plumb (1989), they also observed near-
radiative, linear behavior for weak forcing and dis-
turbed, nonlinear behavior for strong forcing. With weak
forcing, twin maxima in wave amplitudes were ob-
tained, but were interpreted instead as transitions be-
tween separate stable solution branches of the steady
system, in which the radiative basic-state wind strength
was an external bifurcation parameter. With strong forc-
ing, on the other hand, the bifurcation diagram, or con-
figuration of the stable solution branches, was such that
the response never reached the ‘““ upper,” near-radiative
branch (Yoden 1990, Fig. 6).

The relevance of transitions between separate stable
solution branches in atime-varying radiative basic state
to the early and late winter SH dynamics can be seen
most simply using a zero-dimensional representation of
awave-driven mean flow with relaxation to abasic state.
The quasi-geostrophic shallow-water equations in a 8
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Fic. 1. Theterms D/a and —(u — u,) in (2). Straight linesare —(u
— u,) for different values of u,, labelled along the ordinate of (a),
considered as an external parameter. Curved linesare 2/« for different
values of forcing amplitudes h,. The seasonal cycle is approximated
by increasing u, quasi-statically from a low value on the left of the
u axis to a high value on the right and then decreasing it back again.
As an example, stable solutions for u, = U, and u, = U, are shown
by the solid and open circles, respectively. The curve for D/« isbased
on Eg. (6.11) of Held (1983) with topography consisting of single
Fourier component.

channel, with only one meridional and one zonal Fourier
mode, reduce under quasi-static assumptions to
au

o - @ =) = (U hy), 2
where U is the zonal mean zonal velocity, U, is some
radiative basic-state velocity, « is the relaxation rate,
and D(T; hy) is the steady-state wave drag associated
with aparticular U and planetary wave boundary forcing
h, (Charney and DeVore 1979; Held 1983). The wave
drag is assumed to have a single maximum, perhaps
associated with resonance at U = U, alarge value of
this maximum corresponding to NH conditions and a
small value corresponding to SH conditions. The steady-
state solutions are given by the intersections of the
curves D (U; hy)/ o and — (U — U,) shownin Fig. 1 (after
Held 1983). Thus, different values of U,, considered as
an external parameter, lead to either one or three possible
steady states, with bifurcation pointsat u, = U, or U,
= U,,. When three steady states exist, the middle one
is always unstable, since « + dD/du is negative for
that solution.

If U, is varied quasi-statically then rapid transitions
between the stable steady states can occur. This was
investigated by Clark (1992) using the above zero-di-
mensional model with gradually decreasing U, in the
context of the SH final warming. Consider first the case
u, > U, for the middle curve in Fig. 1, taken to be
representative of midwinter conditions in the SH. As
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U, decreases the U, remains on the rightmost stable so-
[ution branch close to U,. When U, reaches U,,, as de-
fined in Fig. 1, this solution branch disappears and a
rapid transition occurs to a solution branch on which
the velocity is far from the radiative basic state. (So-
lutions that are close to radiative equilibrium lie close
to the horizontal axis, those that are further from ra-
diative equilibrium lie further away.) This rapid tran-
sition of u is associated with a rapid increase in wave
amplitude as the system passes through resonance at
u = U, and the phase speed of the free mode of the
system approaches the phase speed of the forcing.

A similar picture that can be interpreted as the SH
early winter evolution is obtained by gradually increas-
ing U, from avalueU, < U,. Again, U remains on the
leftmost solution branch until T, reaches U, as defined
in Fig. 1, at which point this solution branch disappears
and a rapid transition occurs. This time, however, the
response approaches resonant conditions before the
original stable solution is lost and the wave amplitude,
and hence D, increases, preventing U from following
U,. The transition between states, therefore, is now from
one of large wave amplitude and a velocity that is far
from the radiative basic state, to one of small wave
amplitude and a velocity that is close to the basic state.

When the above two cases are combined a crude rep-
resentation of the seasonal cycle is obtained. The tran-
sitions between stable solution branches will then occur
for intermediate values of forcing amplitude that give
a wave drag, P, whose peak lies below the line corre-
sponding to the maximum value of U,; that is, rapid
transitions will occur if thereisau, with u, > U,. For
sufficiently large forcing, more representative of the
NH, U, will be greater than T, at al times during the
cycle. Instead of transitions between stable solution
branches, the response will then remain on the left slope
of the peak of D/«a, with large wave amplitude and
velocity far from the basic state for large, midwinter
values of U,. Thus, in some simple sense, the model
captures the difference between the intermediately
forced SH and strongly forced NH.

For radiative relaxation rates, (the motivation behind
the velocity relaxation at rate « in the above model),
typical of the stratosphere, the quasi-static assumptions
of the above description may be less relevant. Thiswas
pointed out by Yoden (1990) for the height-dependent
channel model, which contains conceptually equivalent
steady-state behavior to the above. Despite the transient
nature of the evolution, Yoden's study nonetheless ex-
hibited traces of transitions between solution branches
when an intermediate forcing was used, in contrast to
behavior that essentially remained on one solution
branch when stronger forcing was used. Further, Yod-
en’'s equivalent of the leftmost solution branch in Fig.
1 underwent a Hopf bifurcation in the cases of strong
forcing that led to vacillating behaviour. In this respect
the evolution obtained might be considered to be even
closer to that observed in the NH winter.
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In the following we investigate to what extent the
above concepts of wave transmission, resonance, and
multiple stable states are manifested in a more compli-
cated model containing both height and latitude struc-
ture. In particular, section 4 considers the quasi-linear
aspects of wave transmission and resonance and their
relevance to the SH midwinter wave minimum, and sec-
tion 5 considers the nonlinear aspects of multiple stable
evolution states and their relevance to the different NH-
and SH-like disturbed and quiescent vortex evolutions.

3. Model description

The model used in this study is a mechanistic prim-
itive equation model developed by Saravanan (1992)
and used previously by Scott and Haynes (1998), with
pressure as the vertical coordinate and a spectral rep-
resentation in the horizontal, using a spherical domain.
The time stepping uses the semi-implicit scheme, treat-
ing terms associated with gravity waves implicitly, and
uses a Robert time filter to damp the computational
mode associated with the leap-frog scheme (Haltiner
and Williams 1980). There are 31 pressure levels, equal -
ly spaced in log pressure z = —H In(p/p,), where p, =
100 000 Pa, spanning z; = 11 km (20 660 Pa) to z; =
82.6 km (0.75 Pa) at intervals Az = 2.4 km, and 31
latitudinal Legendre modes. The reference temperature
profile is that of an isothermal atmosphere with T, =
240 K, corresponding to a scale height H of 7 km. For
most of the simulations carried out in this work only
the zonal mean and wavenumber one components are
retained in the zonal direction. The extent to which such
severe truncation can represent the large-scale features
of the nonlinear evolution is discussed in, for example,
Haynes and Mclntyre (1987) and references therein. In
section 6 some simulations are presented that retain ad-
ditional wave-two and wave-three components.

The lower boundary wave forcing is through a per-
turbation in the geopotential height field near the lowest
model level. This is of the form

@’ = h,E()G(s), ©)

where E(t) is grown smoothly from E(t = 0) = 0 to E(t
>t,) = 1, with t, = 10 days. The latitudinal structure
isgiven by G(¢) = 42(1 — a?), where i, < p <
1) = (0 = po)/(d = po), MO0 < p < o) =0, and
where u = sing. Choosing w, = sin(7/6) gives a max-
imum G(¢) = 1 located at ¢ = 60° with G(¢ < 30°)
= 0. Thisis close to the latitudinal location of the max-
imum in 300 mb stationary wavenumber one geopoten-
tial height amplitude illustrated in Randel (1988, his
Fig. 7). Finaly, h, is the constant forcing amplitude,
which is varied as an external parameter between in-
tegrations.

The seasonal cycleisincluded by radiative relaxation
to a seasonaly varying, zonally symmetric potential
temperature field 05(¢, z, t), which is a sinusoidal su-
perposition of summer and winter potential temperature
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Fic. 2. The radiative basic state Uy given by (4) for the main set
of experiments (sections 4 and 5) as a function of height and latitude.
The contour interval is 10 m s~ and dashed contours are negative.

fields Oxs(¢p, 2) and O (b, 2), respectively, given by 6,
= rfgs + (L — r)Ogy With r(t) = [1 + cos2#t/(365
days)]/2. The fields 6.5 and 6g,, are calculated by first
specifying velocity profiles Ugg and U, and then cal-
culating the geopotential and potential temperature
fields that are in balance with these velocity profiles.
The velocity fields are given by Ugs = Ug(—¢ = 0)
and Uy, = Ux(¢ = 0), with

Uk(¢, 2) = cosd[u, tanh(by(d — ¢y))

+J, + J],

(4)
for constants u,, b,, ¢, and where the J,(¢, 2), are
defined by

J; = u; sechlb,(¢ — ¢))] sech(a;(z — z2)), ©)

wherei = 1, 2, for constants u;, b;, ¢, a;, z. The values
of the constants for the velocity profile used in the sim-
ulations presented in sections 4 and 5 are:

U =30ms?, b, = 0.01, ¢, = 20°,

u, = 200 m s, b, = 0.06, ¢, = 60°,

u, = —150 m s+, b, = 0.06, ¢, = —60°,
a, = 0.04, z, = 55 km,

a, = 0.04, Z, = 60 km. (6)

The velocity profile U, is shown in Fig. 2. All simu-
lations discussed in the remainder of the paper are in-
tegrations for 1 yr, initialized with a radiative equilib-
rium state corresponding to midsummer (corresponding
tot = 0 above). (We note that the model responses
described in sections 4 and 5 were robustly reproduced
for different choices of the radiative basic state, in-
cluding changes in the strength of the winter westerlies,
the position of the zero wind line, and the strength of
the vertical shear in the lower stratosphere.) When bal-
ancing the model, the zonal mean geopotential at the
lower boundary and the interior temperature field are
determined by requiring that T™-8 = 0, where T is a
vector of temperatures at each pressure level, and B is
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abinomial vector of aternating sign (e.g., for fivelevels
B = (1, =5, 10, —10, 5)). Thisis one way of ensuring
that a two grid length wave in the temperature field is
minimized and is a simple modification (for pressure
coordinates) of the approach set out in Hoskins and
Simmons (1975).

The radiative relaxation rate is given as a function of
height by a(2) = {1.5 + tanh[(z — 35)/7]} X 10-¢s7¢,
as in Holton (1976). A Rayleigh friction sponge layer
isapplied above z = 50 km by relaxing to azero velocity
field at rate k(z) = {1.02 — exp[(50 — 2)/40]} X 5 X
10-¢ s71. Finaly there is horizontal scale selective
damping using a V& hyperdiffusion with a damping rate
of four per day at the smallest scale (highest total wave-
number).

4. Linear and quasi-linear responses

In this section we examine the model response to
constant wave forcing of various amplitudes and a sea-
sonally varying basic state. Welook in detail at thewave
transmission properties of the mean flow during the sea-
sonal cycle and at resonance-like behavior. Consider-
ation of how the addition of latitudinal structure alters
the multiple equilibria and the transitions between these
obtained by Yoden (1990) with a channel model, is de-
layed until section 5 below.

a. Dependence on forcing amplitude

Figures 3 and 4 show latitude-time cross sections of
wavenumber one geopotential height amplitude at 33-
and 38-km altitude respectively, for wave forcing am-
plitudes h, = 10-340 m. In each, the geopotential wave
amplitude has been normalized by the forcing ampli-
tude. There is a clear distinction between linear, quasi-
linear, and nonlinear regimes. For forcing amplitudesh,
= 10 m and h, = 20 m there is a similar structure
between the responses, with wave amplitude maximain
early and late winter whose magnitudes scale linearly
with the forcing amplitude. For 40 m = h, = 200 m
the responses again show a similar structure but the
magnitudes of the early and late winter peaks deviate
dlightly from a strictly linear scaling. In contrast, for
260 m = h, = 340 m, there is a single dominant max-
imum around midwinter, with a strongly transient, non-
linear response. The differences between the weakly
forced, quasi-linear responses and the strongly forced,
nonlinear responses crudely resemble the observed dif-
ferences between the quiescent SH and the disturbed
NH in the real stratosphere. We note in passing, how-
ever, that although the geopotential wave amplitude in
the h, = 260 m case shows a strong time dependence,
large fluctuations are neverthel ess absent from the zonal
mean zonal velocity. That is, the vortex itself is rela-
tively undisturbed and more closely resembles the evo-
lution of the SH vortex, albeit farther from the radiative
basic state than for much smaller h, (see also Fig. 11
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Fic. 3. Geopotential wave-one amplitude at the 33-km height level normalized by the wave-forcing amplitude h, as a function of latitude
and time: (&) h, = 10 m, (b) h, = 20 m, (c) h, = 40 m, (d) h, = 60 m, () h, = 80 m, (f) h, = 100 m, (g) h, = 140 m, (h) h, = 200 m,
(i) hy = 260 m, and (j) h, = 340 m. The contour interval is 0.5. Day zero corresponds to midsummer; EW, MW, LW, correspond to early,

mid-, and late winter.

below). Only for h, = 340 m (and above) does the zonal
mean zonal velocity more closely resemble the strongly
transient evolution of the NH vortex. (The time-aver-
aged general structure resembles that of Fig. 12 below.)

b. Resonance

For both of the linear forcing amplitudes h, = 10,
20 m, and even more clearly for the quasi-linear forcing
amplitudes 40 m = h, = 140 m, the double maxima
structure, and attendant midwinter minimum, is clearly
reproduced. Sincethe evolutionin all casesisvery sim-
ilar to the linear evolution, consideration of the zero-
dimensional model of section 2 suggeststhat the concept
of the maxima arising from rapid transitions between
stable steady states isinapplicable. In terms of the zero-
dimensional model description of section 2, the wave
drag in al the cases described above corresponds to the
lowermost curve for Din Fig. 1 (i.e., weak wave forc-
ing), and is such that only a single steady state exists
at any time. Nevertheless, the curve has a maximum for
a particular value of u associated with a resonance of
the system, indicating a corresponding maximum in

wave amplitudes. The same picture can be seen in the
two-dimensional model response using a suitable ana-
logue of the quantity ©, namely the meridionally av-
eraged vertical component of EP flux through the lower
boundary (F@|g) given by

1 2
FOlg) = F@ cose dop|,-
< |B> 2’7Ta2 J; Sd) ¢|Z—ZB

1
= ﬁf poFa cosp dV = — T (7)
\

2ma?

where ¥ = (1U/p,a cosp)V -F is the force per unit mass
and 7 the total torque produced by the waves on the
zonal mean flow. In the second line of (7), V denotes
the domain of the model (i.e., the stratosphere) and the
divergence theorem has been used. It can be seen from
the second line of (7), that (F@|) is analogous to the
D of the zero dimensional situation.

Since the wave forcing in the model is held constant,
any changes in (F@| ;) must be attributed to the mean
flow structure changing in such away that more or less
wave activity is able to enter the domain. As for the
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Fic. 4. Same as Fig. 3, but for the 38-km height level: (a) h, = 20
m, (b) h, = 80 m, (c) h, = 140 m, and (d) h, = 200 m.

zero dimensional system, one way in which this can
happen is through aresonance, in which the phase speed
of a free mode in the system approaches that of the
wave forcing, which in this case is zero. This has been
discussed in Mclntyre (1982, section 5) and was con-
sidered in more detail by Clark (1992), for example. In
the present model the nature of the lower boundary
condition precludes deep free modes with a Lamb-
mode-like structure in the vertical (Yoden 1987). Any
free-mode phenomenon must therefore involve internal
reflection, for example, between areflecting critical lay-
er (Dunkerton et al. 1981) and the lower boundary. Our
understanding of the details of such free modes is till
only partial. Nonetheless, if there is a resonance, the
linear undamped response in the resonant configuration
will consist of linear growth with time of both the wave
amplitude and of the quantity (F@]).* In the case with
damping on the waves, the linear wave response will
reach a steady state such that the resonant forcing is
balanced by the wave damping. The closeness of the
system to resonance and the extent to which the wave
forcing projects onto the free mode in the system will
both determine the final steady-state linear wave re-
sponse.

Figure 5 shows the meridionally averaged vertical
component of EP flux through the lower boundary as
given by (7), normalized by h3, for forcing values h, =

1 Note that (F@|;) islinear in wave amplitude a and scales as h,a,
even though F@ is quadratic in a in the interior of the domain.
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Fic. 5. Meridionally averaged vertica component of EP flux
through the lower boundary (F@ | ) normalized by the square of the
wave-forcing amplitude h, asafunction of timefor h, = 20 m (lower),
h, = 60 m (middle), h, = 100 m (upper). Solid lines denote the time-
dependent, seasonally evolving cases; diamondsjoined by dotted lines
denote the values of the corresponding linear, steady-state simulations
for that day and wave forcing amplitude. Day zero corresponds to
midsummer.

20, 60, 100 m. These results suggest that for linear or
quasilinear forcing values the system passes through a
resonance in early and in late winter. Note, however that
the concept of resonance is associated with a basic state
that is constant in time, and so the extent to which it is
applicable to a seasonally evolving basic state should
be tested. To do so, we fix the zonal-mean state at its
value on a certain day within the seasonal cycle and
integrate the resulting forced—damped model until the
wave response reaches a steady state. By fixing the zon-
al-mean state we are essentially linearizing the model
about the day in question. The results are shown in Fig.
5, dotted curve with symbols, as a function of the day
within the seasonal cycle from which the basic state is
taken. The agreement between the steady-state results
and those from the nonlinear seasonally evolving model,
in particular the agreement of the early and late winter
maxima, suggest that the quasi-static idea of resonance
introduced above is, to a reasonable degree, applicable
to the time-evolving system under consideration. The
most significant difference between the time-evolving
and the steady-state responses lies in the timing of the
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Fic. 6. Meridionally averaged vertical component of EP flux
through the lower boundary (F@| ) normalized by the square of the
wave-forcing amplitude, as a function of time and wave-forcing am-
plitude. The contour interval is 0.2 and values greater than 1.0 are
shaded. Day zero corresponds to midsummer.

maxima, which should be interpreted simply as alag of
the evolving wave response to the wave forcing.

Before considering the relationship between (F@| ;)
and the geopotential wave amplitudes shown in Fig. 3,
we note briefly the change in the structure of the time
variation of (F@|,) as h, is increased. Of particular
interest is the change in the structure of the late winter
peak. From Fig. 6, it is seen that as the forcing is in-
creased the late winter structure changes from a single
peak on day 280 for h, = 10 m, to a double peak on
days 260 and 290 for h, = 60 m, to asingle peak again
on day 270 for h, = 100 m (see also Fig. 5). It appears
that as h, is increased, the resulting stronger mean flow
changes during the winter produce a basic state that has
an additional, slightly earlier resonance (day 260 for h,
= 60 m). Upon further increase in h,, this earlier res-
onance peak strengthens while the original weakens.
The actual changes in the mean flow on day 260 (not
shown) resulting from increasing h, from 10 m to 80
m arerelatively small, confined to latitudes equatorward
of 30°, with a maximum change of about —15m s-* at
around 15° latitude, and a shift of the zero wind line of
about 15° poleward. For all of the above forcing am-
plitudes, the general structure of the zonal mean zonal
velocity broadly resembles that of Fig. 12a below.

A comparison of Fig. 3 and Fig. 5 for hy = 60 m
indicates that the timing of the early winter peak in
(F@]| ) closely corresponds to the early winter peak in
geopotential amplitude: the peaks occur at around 105
days and 110 days, respectively. This point in the sea-
sonal cycle is only a few days after the change from
summer easterlies to winter westerlies and the low wave
forcing amplitudes are insufficient to alter significantly
the mean flow before the occurrence of the resonance.
As a result, the structure of the peaks in both (F@|;)
and in the geopotential are similar over this range of
h,.
In late winter the relation between (F@|;) and the
geopotential amplitude is more complicated. For linear
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forcing, h, = 20 m, the late winter peak in (F@|;)
occurs around day 285, after the maximum in geopo-
tential amplitude, which occurs around day 250. The
lack of a corresponding peak in the geopotential am-
plitude after day 285 can be explained by considering
the evolution of the mean flow, recalling that a given
amount of wave activity will be associated with larger
geopotential wave amplitudes on a zonal-mean flow that
is stronger (Simmons 1974). Thus, although the early
and late winter peaks in (F@|g) both occur when the
mean flow is near equinox conditions, by the time the
waves have reached the middle stratosphere, the early
winter flow has increased in strength, resulting in a
stronger geopotential wave amplitude response, whereas
the late winter flow has reduced in strength, resulting
in a weaker response. For quasi-linear forcing 40 m =
h, = 200 m the stronger late winter peak in geopotential
amplitude is associated with the appearance of the sec-
ond late winter peak in (F@| ) on day 260 for h, = 60
m, as described above and illustrated in Fig. 6. Since
this peak occurs slightly earlier in the winter evolution
when the mean flow is gtill relatively strong there is a
stronger response in the geopotential wave amplitude.

c. Wave transmission properties

The relation between the peaks in wave activity en-
tering the domain and the geopotential wave amplitude
can be further clarified by considering the wave trans-
mission properties of the mean flow. At the same time
we consider whether Plumb’s (1989) channel model be-
havior, namely, the direct influence of the seasonal evo-
[ution of wave transmission properties on the midwinter
minimum in geopotential wave amplitude, can also be
seen in the present, latitudinally dependent model. In
Figs. 7-9 below we present Eliassen—Palm (EP) flux
vectors and divergence on selected days, normalized by
the value of wave activity entering the domain (F@| ;)
on that day. The fluxes normalized in this way give a
clearer indication of the relative wave transmission
properties of the flow on different days than the un-
normalized fluxes.

The linear forcing case of h, = 20 m, shown in Fig.
7, indicates markedly different transmission properties
in early winter to those in mid- and late winter (where
we identify early, mid-, and late winter with the maxima
and minimain (F@]|;)), as shown in Fig. 6). In partic-
ular, the confinement to high latitudes of the flux vectors
explains the latitudinal structure of the geopotential
wave amplitude response to the early winter peak in
(F@]4) seen in Figs. 3 and 5. Between midwinter and
late winter, there is very little difference in the wave
transmission properties in midlatitudes, except for a
weakening of flux vectors on day 285. This weakening
explains further the lack of a late winter maximum in
the geopotential wave amplitude response to the late
winter peak in (F@|,). Similarly the constancy of the
flux vectors between days 180 and 260 is consistent
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with only small changes in wave amplitude over the
same time, the gradually increasing (F@|;) and the
gradually decreasing zonal-mean basic state.

For the weak quasilinear forcing case of h, = 80 m,
shown in Fig. 8, only small changes in the above trans-
mission properties are found. Relative to the previous
case using h, = 20 m, wave transmission hereisslightly
weaker in early winter (not shown), slightly weaker in
midwinter (Fig. 8a), and slightly stronger in late winter
(Fig. 8b). These changes explain both the slight weak-
ening of the early winter peak in geopotential wave
amplitude and the formation of the strong late winter
peak seen in Fig. 3. That the late winter geopotential
wave amplitude response should be so strongly altered
by a modest change in wave transmission properties of
the mean flow can be explained by the earlier occurrence
of thelate winter peak in (F@| ), and the stronger zonal -
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Fic. 7. Height-atitude cross-sections of EP flux and divergence normalized by the meridionally averaged vertical component of EP flux
through the lower boundary for h, = 20 m: (a) day 110, (b) day 180, (c) day 260, and (d) day 285. The graphical conventions are as in
Dunkerton et al. (1981); contour and shading interval is 2, in units of 27a3p, X 10~2 m~*; negative values (convergence) are shaded and
zero contour is dotted.
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mean basic state at the time of the peak. Although the
midlatitude wave transmission properties are less fa-
vourable to upward propagation in midwinter than in
early and late winter, it is clear from the above discus-
sion that, unlike in Plumb’s (1989) model, they are in-
sufficient on their own to explain the geopotential am-
plitudes seen in Fig. 3 and Fig. 4.

For the strong quasilinear forcing case of h, = 200
m, shown in Fig. 9, qualitatively different transmission
properties are found. We emphasize that this case is
quasilinear in the sense that the winter vortex is still
relatively undisturbed and slowly evolving in time, re-
sembling more the SH vortex than the NH vortex. The
most obvious change resulting from the increased forc-
ing is the enhanced vertical wave transmission in mid-
latitudes, with significant wave activity reaching the
midlatitude middle and upper stratosphere in midwinter
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FiG. 8. Same as Fig. 7, but for h, = 80 m: (a) day 190 and (b)

day 280.

(Fig. 98). Another clear change is the weaker vertical
wave transmission in late winter. The geopotential am-
plitudes in Figs. 3 and 4 reflect, these changes with
stronger wave amplitudes in midwinter and weaker
wave amplitudes in late winter: although the early and
late winter maxima are still present there is now clear
evidence of a midwinter maximum, which eventually
dominates at higher forcing values. For h, = 200 m,
the midwinter maximum is of similar magnitude to the
early and late winter maxima, despite significantly more
favourable midwinter wave transmission properties, as
seen in Fig. 9a. We emphasize again that the transmis-
sion properties are insufficient on their own to explain
the behavior. It is necessary to take into account the
amount of wave activity entering the domain (F@|;),
asshown in Figs. 5 and 6. Recall also that the EP fluxes
and divergences in Figs. 7-9 have been normalized by
(F@]| ) evaluated on the corresponding day.

While considering EP fluxes and divergences, it is
interesting to note the structure of the wave evolution
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Fic. 9. Same as Fig. 7, but for h, = 200 m: (a) day 190 and (b)

day 280.

immediately following the early winter resonant peak.
Using the linear forcing case of h, = 20 m as repre-
sentative,> we have plotted in Fig. 10 the EP flux and
divergence on days 115-130 with the same scaling as
the day-110 fields of Fig. 7a. The strong dipolar struc-
turein the EP flux divergence on day 110 shows a steady
southward translation over the following 20 days. On
day 120 a second similar but weaker structure emerges
at 60°N and follows the first south. The dipolar structure
in the divergence, and the orientation of the flux field,
resembles a slowly southward moving Rossby-wave
packet, although the group velocity of the packet is
somewhat slower than that normally associated with
freely evolving wave packets on a steady basic state
(Karoly and Hoskins 1982, Figure 6b).

2n early winter, the evolution is fairly insensitive to the wave
forcing: the feature of interest here was obtained almost exactly for
forcing values up to h, = 100 m and approximately for forcing values
values up to h, = 160 m.
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Fic. 10. Same as Fig. 7, but for h, = 20 m: (a) day 115, (b) day 120, (c) day 125, and (b) day 130; and normalized by the value of
(F@|g) on day 110, as for Fig. 7a

We conclude this section by putting the above results
into the context of the real stratosphere. From the above
discussion it appears, first, that our simple model can
reproduce the observed midwinter minimum in geo-
potential wave amplitudes that is observed in the SH
winter stratosphere, and second, that the dominant
mechanism involved is a resonance with the lower
boundary, rather than, as suggested by Plumb (1989),
changing wave transmission properties of the zonal
mean flow. However, we should keep in mind that both
the position of our lower boundary and also the con-
dition applied there are artificial. Thus our results fall
short of explaining the actual observations of the real
stratosphere. What we have achieved, rather, is to il-
lustrate a possible mechanism that may be present, to a
greater or lesser degree, in the rea stratosphere. It re-
mains an open question whether a real stratosphere
would exhibit resonant behavior with wave forcing gen-
erated from a real troposphere. It has even been sug-

gested (MclIntyre 1982) that in late winter the SH strato-
sphere and troposphere together may become resonant
with the ground, involving the strong wave-one topog-
raphy of the Antarctic subcontinent. Such a suggestion
could be tested most naturally with a sigma coordinate
model, the lower boundary then being a material sur-
face.

5. Nonlinear responses

In this section we continue to explore the model re-
sponse beyond the quasilinear regime as the forcing
amplitude is increased beyond h, = 200 m. We present
the general dependence of the response on the forcing
amplitude followed by a more detailed investigation of
multiple flow responses observable with asingleforcing
amplitude.
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Fic. 11. Zonal mean zonal velocity at 60°N and the 38-km height level as a function of time for forcing amplitudes, reading down the
dotted line from top to bottom, h, = 200, 220, 240, 260, 280, 300 (thick), 320 (thick), 340, 360, 380, and 400 m. The dotted curve denotes

the radiative equlibrium velocity at the same location.

a. Dependence on forcing amplitude

Figure 11 shows the zonal mean velocity at 60°N and
at a height of 38 km for forcing values h, = 200—-400
m at 20-m increments. The upper dark-to-light grey
scale corresponds to h, varying from 200 to 300 m and
the lower light-to-dark scale corresponds to h, varying
from 320—400 m. A clear transition in the response can
be seen when the forcing is increased from h, = 300
m to h, = 320 m, the transition being most pronounced
in late winter. For a forcing amplitude of h, = 300 m
and below, the winter evolution is relatively undis-
turbed, with strong westerlies persisting into late winter
and spring, and with a smooth change to summer east-
erlies following the sinusoidal shape of the radiative
seasonal cycle (dotted). For forcing amplitude of h, =
320 m and above, on the other hand, the winter evolution
is strongly disturbed, with large departures from the
radiative basic-state and strong transient behavior. Fur-
ther, the winter westerlies are wiped out long before the
seasonal springtime transition to easterlies.

Before going on to a more thorough analysis of the
two types of evolution mentioned above, it is worth
recalling another feature of nonlinear models of the type
introduced in section 2: namely the possibility of mul-
tiple stable equilibria. Here, by multiple stable equilibria
we mean multiple solutions, which may be steady or
unsteady, that are obtainable under identical steady forc-
ing conditions. In the following we use the term stable
equilibrium to refer to a solution obtained with steady
(wave and radiative) forcing, and the term stable regime
to refer to a stable equilibrium type solution obtained
with a seasonally evolving radiative basic state (i.e.,

unsteady radiative forcing). The relevance of transitions
between multiple stable regimes to the seasonal cycle
of planetary wavesin the stratosphere when nonconstant
radiative forcing is included was investigated by Yoden
(1990) using asimple, height-dependent channel model.
There, the transitions were induced by slowly varying
a bifurcation parameter that represented the seasonal
cycle. In the context of our latitude- and height-depen-
dent model, Yoden's bifurcation parameter, a single
number representing a constant vertical wind shear, be-
comes a latitude- and height-dependent field. It thus
becomes difficult in our case to consider rigorously any
sort of bifurcation diagram.

One aternative is to look for traces of rapid transi-
tionsin the zonal mean velocitiesat aparticul ar latitude—
height location, such as those depicted in Fig. 11. In
doing so it is necessary to restrict attention to those
periods of the evolution when the changes in the mean
flow are otherwise slow and result directly from the
changes in the seasonally evolving radiative basic state,
at least on one side of thetransition. Such considerations
applied to Fig. 11 then lead to two possible candidates:
the first is the sudden deceleration followed by rapid
acceleration at around days 110-120, indicated by the
kink in each graph at this time; the second is the rapid
deceleration around days 140-150.

First, consider the kink around day 110. It is asso-
ciated with the early winter resonant peak described in
section 4. The peak in the wave activity entering the
domain contributes to the retardation of the mean flow
from the seasonally evolving radiative basic state, and
the following reduction in wave activity allows the re-
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covery of the mean flow towards the basic state. This
picture is the same as that described in section 2 in the
context of the zero dimensional model. Note that the
changes in the mean flow during this period are small,
so if the kink is related to a transition between two flow
regimes, these must be relatively similar. Another point
to note is that the kink is observed over a wide range
of forcing amplitudes. Under perpetual conditions cor-
responding to those at the time of the kink, and large
forcing, we would not expect such regimes to persist,
so they could not be termed stable in the normal sense.
However, within the scope of a seasonally evolving ba-
sic state this is not essential. On the other hand, Scott
and Haynes (2000) observed two nearby and steady
stable equilibriain asimilar model under perpetual con-
ditionsfor small forcing values. These were distinquish-
ed by their different wave transmission properties and
latitudinal potential vorticity (PV) gradients. It isthere-
fore possible that in the present study thereisatransition
in the structure of the zonal mean velocities, beyond
that induced by the seasonal cycle.

Returning to Fig. 11, consider the second candidate
mentioned above, the rapid deceleration of the zonal
mean zonal velocity around day 140. Again we argue
that the notion of transitions between multiple regimes
is inappropriate. First, the model of the seasonal cycle
discussed in section 2 gives transitions between multiple
regimes in early winter that are accelerations, following
the upper arrow in Fig. 1 from the stable solution on
the left to the stable solution on the right (solid circles).
These transitions are opposite in sense to the deceler-
ation seen around day 140 in Fig. 11. Second, there is
a steady change in the nature of the deceleration with
increasing forcing amplitude, both in the timing of the
event and in the magnitude, with an earlier and stronger
deceleration for larger forcing amplitude. We conclude
therefore that the deceleration is simply a result of the
wave forcing on the zonal-mean velocity.

Finally, we note that Yoden (1990) also found evi-
dence of rapid transitions between stable regimesin late
winter, a deceleration that qualitatively resembled the
observed SH stratospheric final warming (e.g., Mechoso
et a. 1988). The simple model of section 2 again il-
lustrates the main features, with the lower arrow in Fig.
1 indicating a transition from the stable solution on the
right to the one on the left (open circles). However, on
the basis of Fig. 11, there is no signature of arapid late
winter transition in our latitude-height model in the
current parameter regime, except possibly for the case
h, = 300 m. Instead, there is a smooth |late winter tran-
sition to summer easterlies (h, = 300 m), or else the
winter vortex is destroyed too early (h, = 320 m). One
possible explanation for the absence in the model of a
realistic final warming is that the applied lower bound-
ary wave forcing is constant throughout the winter. Ran-
del (1988) shows a marked increase in stationary wave-
one at 300 mb and 60°S between August and October,
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which could contribute to enhanced upward wave prop-
agation at this time.

Although there is no evidence in our model of tran-
sitions between stable regimes during the course of the
seasonal cycle, Fig. 11 nevertheless suggests that mul-
tiple stable regimes may exist. In particul ar, we consider
the two responses to the forcing amplitudes h, = 300
m and h, = 320 m as representative of the two stable
regimes, which we refer to in the following as E1 and
E2. It is interesting to note that Shiotani et al. (1993)
also found evidence of two distinct regimes in the ob-
served SH winter evolution in a10-year dataset of winds
and geopotential wave amplitudes. These were char-
acterized by low-latitude and high-latitude jet years ac-
cording to the location of the maximum of the zonal
mean zonal velocity. Although, the differencesin zonal
structures of the low-latitude and high-latitude jet years
and the differences in E1 and E2 are quite different
(compare Shiotani et al. 1993, their Fig. 4, e.g., with
Figs. 12 and 13 below), in both cases we note that it
appears to be the early winter wave evolution that con-
trols the selection of a particular regime. In the follow-
ing we investigate the range of forcing values over
which the regimes E1 and E2 can be observed, that is,
are stable over the timescale of the seasonal cycle.

The different structures of the zonal mean velocities
of the two regimes are shown in Fig. 12. These have
been averaged over days 180—250 to facilitate compar-
ison, since each regime is rapidly varying throughout
winter. The structures of the zonal mean velocities are
relatively insensitive to the time interval used in the
averaging. We see that the regime obtained with forcing
amplitude 300 m (i.e., E1) has awell-formed polar vor-
tex with a strong maximum in zonal wind around 70°N
in the upper stratosphere (Fig. 12a). It is instructive to
consider also the zonal mean PV, scaled by 6%2 to re-
move the exponential increase with height (see Lait
1994, for details), where 6 is the potential temperature.
Figure 13a shows that E1 consists of strong meridional
gradients of scaled PV north of 60°N, a broad surf zone
of weaker gradients in middle latitudes, and a narrow
region of strong gradients in the subtropics. Both the
zonal-mean velocity and the zonal-mean scaled PV of
E1 should be contrasted to the corresponding fields for
the regime obtained with forcing amplitude 320 m, E2,
shown in Figs. 12b and 13b. Although the subtropical
region of strong PV gradients is still present, there are
no strong PV gradients at high latitudes and the ** mid-
latitude surf zone” now extends all the way to the pole.
Similarly, the zonal-mean velocities are substantially
weaker in middle and high latitudes and thereis no clear
vortex structure. An additional diagnostic, the volume
of the vortex, was used recently by Polvani and Sara-
vanan (2000) to quantify the three-dimensional effect
of wave breaking on an idealized polar vortex. The same
diagnostic applied here again illustrates the difference
between the two states: the contour of scaled PV of
value 40 marks the vortex edge near 60° throughout the
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Fic. 12. Zonal mean zonal velocity averaged over days 180-250
as a function of latitude and height: (a) h, = 300 m (state E1), and
(b) h, = 320 m (state E2). The contour interval is5 m s~* and dashed
contours are negative.

whole of the stratosphere in E1, but does not even span
the vertical in E2.

b. Multiple flow regimes

The above demonstrates that for two slightly different
forcing amplitudes, two very different responses are ob-
tained. This sensitivity isinteresting but it falls short of
verifying the existence of multiple stable regimes, that
is, multiple responses that can be obtained for a single
forcing amplitude. To address thiswe now present some
additional experiments, in which the early winter forc-
ing amplitude is either larger or smaller than the final
forcing amplitude used throughout the remainder of the
seasonal cycle. In doing so it is our intention to start
the winter evolution in state E1, then to increase the
forcing to an amplitude that is associated (by Fig. 11)
with state E2, and determine whether E1 persists or E2
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Fic. 13. Zona-mean scaled potentia vorticity [Ertel PV divided by
(0/6,)¥2 with 6, = 420 K] averaged over days 180—250 as a function of
latitude and height: (a) h, = 300 m (state E1), and (b) h, = 320 m (state
E2). The contour interval is 5, in units of 10-¢ X K kg=* m? s,

develops. The same will also be donein reverse, starting
with E2 and looking for the development of E1 after
reducing the forcing amplitude at a certain time.

We first consider simulations in which the state E1
isinitially established by integrating the model with no
wave forcing, following which we increase the forcing
to alarge fina value hy,, after a certain time tyy,,. The
time dependence of the forcing amplitude is illustrated
by the solid linein Fig. 14. We want to determine wheth-
er there is some value of t,,, for which the state E1
persists, even when h;,, is large. By large we mean of
sufficient amplitude to result, in the absence of any time
delay, in the state E2, that is, amplitudes of 320 m and
higher.

Theresults of several simulations, with variousvalues
of t444 and hg., are shown in Fig. 15, which displays
the zonal mean zonal velocity at 60°N and 38 km asin
Fig. 11. For the present, ignore the dotted lines. The
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FiG. 14. Examples of the time dependence of the forcing amplitude
used insimulationsin which theforcing is delayed by tq.,, days (solid)
or is reduced to its final amplitude h,, after stronger early winter
forcing (dotted).

thick solid lines in each panel represent values of tg,,,
of 120, 140, and 160 days. Simulations using tyy, = 0
(shown previously in Fig. 11) have been replotted here
using a thin solid line. All the simulations with h,, =
300 m (Fig. 15a) remain in the state E1, which should
be expected since a forcing amplitude of h, = 300 m,
applied with no delay, also resultsin E1 as seenin Fig.
11. However, from Fig. 15b we see that all simulations
using tyy, > 0 with hy,, = 320 m aso remain in the
state E1. This should be contrasted with the E2 response
obtained with t,,, = 0, shown by the thin line in Fig.
15b. We thus find two different mid-to-late winter re-
sponses, E1 and E2, that can be obtained for the same
value of mid-to-late winter forcing amplitude, the only
difference between the simulations being in the early
winter forcing amplitude. Similarly, in Fig. 15c with
hina = 340 m we see that those simulations with tg,,
= 140 and 160, aso remain in the state E1. In this case
we note that a delay of 120 days is insufficient to retain
E1, and that the stronger final forcing amplitude is ca-
pable of pulling the model response into E2.
Thevertical structure of the zonal mean zonal velocity
at 60°N for states E1 and E2 is shown in Figs. 16a,b
for the undelayed forcing cases with h, = 300 m and
h, = 320 m (corresponding to the heavy lines of Fig.
11), and in Fig. 16¢, for the delayed forcing case with
tyws = 140 days and hy,, = 340 m. It is particularly
interesting that even after strong sudden warming type
events around days 235 and 270, the evolution returns
to the relatively undisturbed state of E1, rather than
experiencing further vortex reduction and entering the
disturbed state of E2. This can be explained by consid-
eration of polar stereographic plots of PV (not shown),
which indicate that the vortex shrinks and is pushed
strongly off the pole but otherwise remains intact.
Returning to the dotted lines in Fig. 15, which show
results for t,,,, = 100 days, we note that al three final
forcing amplitudes h;,, = 300, 320, 340 m produce
what appears to be yet another evolution state. This is
characterized by early winter zonal mean zonal veloc-
ities that are significantly weaker than those of both E1
and E2. It is unclear the extent to which this new state
persists through the rest of the winter, or whether it
approaches one of the states E1 (as in Fig. 15b) or E2
(asin Figs. 15a,c). Thus it is difficult to determine the
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Fic. 15. Zonal mean zonal velocity at 60°N and the 38-km height
level as a function of time: (a) h;,, = 300, (b) h;.y = 320, and (c)
hina = 340. Within each panel the forcing is delayed with delay t,.,
= 160 days (thick black), t,, = 140 days (thick gray), ts., = 120
days (thick light gray), t,4,, = 100 days (dotted). The corresponding
evolution with constant forcing amplitude hy,,, that is, ty,,, = 0 days,
taken from Fig. 11, is aso included (thin solid).

extent to which this state is a stable evolution state on
the timescale of the seasonal evolution. It seems likely,
however, that the strong deceleration of the early winter
vortex is linked to the transient growth of the lower
boundary wave forcing occurring at the same time as
the zonal-mean basic state passes through the resonance.
This is supported by the sensitivity of the response to
the delay of the forcing, with a disturbed early winter
only resulting from t,, in the range 95 to 105 days. A
more detailed investigation is beyond the scope of the
present paper but is planned as future work. Such an
interaction of wave transience with a developing vortex
structure could have implications for “early winter
warmings’ of the type reported by Juckes and O’ Neill
(1988) and Farrara et al. (1992).

Finally we consider the reverse of the above, that is,
simulations in which the state E2 is established with a
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Fic. 16. Zonal mean zonal velocity at 60°N as a function of time and height: (a) constant forcing amplitude h, = 300 m (i.e., ty,, = 0),
(b) constant forcing amplitude h, = 320 m (t,, = 0), () final forcing amplitude h,,, = 340 after t., = 140 days with zero initial forcing,
and (d) final forcing amplitude h;,, = 280 after t,,, = 150 days and initial forcing h;,;4 = 340.

large forcing amplitude h,,;;,, = 340 m before decreasing
the forcing to a smaller final value h,,, after a certain
timet,y,, . Thetime dependence of the forcing amplitude
isillustrated by the dotted linein Fig. 14. Now, we want
to determine whether there is some time delay t,,, for
which the state E2 persists even when the final forcing
amplitude hy,, issmall. Again, by small we mean small
enough that, in the absence of strong forcing in early
winter, it would result in the state E1, namely, from Fig.
11, amplitudes of 300 m and lower.

The results of several simulations, with various values
of tyy, and hg, are shown in Fig. 17, which again dis-
plays the zonal mean zonal velocity at 60°N and 38 km
asinFig. 11. Thethick solid linesin each panel represent
values of tg,, of 140, 150, and 160 days, and the thin
solid line represents t,,,, = 0 days. For each of the final
forcing amplitudes h;,,, = 240, 260, and 280 m, using
tswsy = 140 days always results in the evolution state E1
returning by midwinter. That is, the initial forcing am-

plitude h,;» = 340 m is not present for enough of the
winter evolution to ensure that the state E2 is established.
On the other hand, a delay of t,, = 160 days is long
enough to establish the state E2 and this state then persists
throughout the rest of the winter evolution, for each of
the three final forcing amplitudes. For the intermediate
value of t,, = 150 days, the state E2 persists only for
the final forcing amplitude of h;,, = 280 m. The main
point is again that it is possible for each of the states E1
and E2 to persist throughout the mid- and late winter
evolution under identical forcing amplitudes, with the
selection of the particular state determined by the forcing
amplitudes in early winter only. For comparison with the
representative states E1 and E2 obtained with the forcing
conditions corresponding to Fig. 11 (h, = 300- or 320-
m constant throughout the whole winter), the state E2
obtained with initial and final forcing amplitudes h,,;4
= 340 m and hy,, = 280 m, and delay t,,, = 150 days
is shown in Fig. 16d.
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Fic. 17. Zonal mean zonal velocity at 60°N and the 38-km height
level as a function of time: (a) hy,, = 240, (b) h;,., = 260, and (c)
hia = 280. Within each panel the forcing is initially h, = 340 m
and is reduced to h;,, after atime tyy, = 160 days (thick black), tyy,,
= 150 days (thick gray), tu. = 140 days (thick light gray). The
corresponding evolution with constant forcing amplitude hy,,, taken
from Fig. 11, is also included (thin solid).

100

6. Sensitivity to the inclusion of more zonal
wavenumbers

We finish with a brief examination of the robustness
of the features described in sections 4 and 5 to the
inclusion of higher zonal wavenumbers in the model
equations. In doing so we retain the simple (and con-
stant, i.e., ty,, = 0) wavenumber one form of the lower
boundary forcing, but simply allow higher zonal wave-
numbers to develop as a result of the nonlinearity of
the equations. We consider only the effect of including
wavenumbers up to three, since we expect this to give
the most significant difference from the wavenumber
one only integrations.

We expect that the inclusion of wavenumbers two and
three will only make a small differenceto the linear and
quasi-linear regimes discussed in section 4, in which
nonlinearity is weak. This is verified in Fig. 18, which
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Fic. 18. Geopotential wavenumber one amplitude at the 38-km
height level normalized by the wave-one forcing amplitude h, as a
function of latitude and time (cf. Fig. 4) from a model that retains
the first three zonal wavenumbers: (a) h, = 20 m, (b) h, = 80 m,
(c) hy = 140 m, and (d) h, = 200 m. The contour interval is 0.5.

shows the geopotential wave-one amplitude at 38 km,
and which should be compared to Fig. 4. For h, = 20
m we see that the response isindeed very closeto linear.
For larger values of h, larger differences between the
two evolutions are seen, but the qualitative picture is
the same. These differences essentially consist of a
smaller late winter maximum for quasi-linear forcing
(h, = 80 m, h, = 140 m) a partial midwinter maximum
already for hy, = 140 m, and a larger midwinter max-
imum for h, = 200 m when the extra wavenumbers are
included. Figure 19 shows the wavenumbers two and
three geopotential wave amplitudes for the h, = 80 m
and h, = 140 m cases. For h, = 80 m there is stronger
nonlinearity in late winter than in early winter, whereas
for h, = 140 m there is stronger nonlinearity throughout
most of the winter.

For stronger forcing amplitudes we expect nonline-
arity to be stronger and hence the possibility of signif-
icant deviations from the pattern of responses described
in section 5. In fact we see from Fig. 20 that the same
qualitative pattern is robustly reproduced, abeit with
thetransition between different regimes occuring at low-
er values of h, (compare Fig. 11). There is a clear dis-
tinction between the quasi-linear responses character-
ized by arelatively strong vortex throughout the winter
(h, = 220 m) and the nonlinear responses characterized
by a strongly disturbed vortex, most notable about a
month after midwinter (h, = 240 m). In particular note
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Fic. 19. Same as Fig. 18, but for the geopotential wavenumber two
amplitude (a) h, = 80 m, (b) h, = 140 m, and geopotential wave-
number three amplitude (¢) h, = 80 m, and (d) h, = 140 m. The
contour interval is 0.2 in (a b) and 0.1 in (c, d).
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that, as for the wavenumber one only simulations re-
ported earlier, no choice of forcing value produces a
realistic final warming. For quasi-linear forcing thereis
a smooth transition in late spring from winter westerlies
to summer easterlies, whereas for nonlinear forcing the
vortex is destroyed too early (around a month after mid-
winter) and does not persist long enough for the notion
of a final warming to be appropriate.

7. Conclusions

We have used a simple mechanistic model to examine
features of the wintertime stratosphere evolution. Par-
ticular attention was given to how the inclusion of lat-
itudinal structure in the model altered the behavior ob-
served in previous studies using channel models with
structure only in the vertical. The model exhibits be-
havior qualitatively similar to that of the real atmo-
sphere, with Southern Hemisphere-like evolution for
weaker forcing amplitudes and Northern Hemisphere-
like evolution for stronger forcing amplitudes. The SH-
like evolution showed both a stronger winter polar vor-
tex than that of the NH evolution, as well as early and
late winter maxima in geopotential wave amplitude
throughout much of the stratosphere, similar to that doc-
umented by Randel (1988). The NH-type evolution
showed strong transient events resembling stratospheric
sudden warmings. Finaly, two evolution states were
identified that could both be obtained over the same
range of forcing amplitudes, that is, the model exhibited
two quasi-stable regimes. All the above features were
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Fic. 20. Zonal mean zonal velocity at 60°N and the 38-km height level as a function of time from a model that
retains the first three zonal wavenumbers for forcing amplitudes; reading down the dotted line from top to bottom,
h, = 140, 160, 180, 200, 220 (thick), 240 (thick), 260, 280, 300, 320 m. (cf. Fig. 11).
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found to be insensitive to inclusion of extra zona wav-
enumbers in the model equations.

For small forcing amplitude a linear or quasi-linear
model response was obtained. The stratospheric wave
evolution in these cases resembled that of the SH, with
early and late winter maxima in geopotential wave am-
plitude and an intervening midwinter minimum. This
pattern was interpreted as resulting from a resonance of
the system with thewaveforcing in early and late winter,
in analogy with that observed in a simple zero-dimen-
sional wave-zonal-mean model. Forced—damped linear
experiments confirmed this interpretation, and demon-
strated that the implicit quasi-static assumptions were
reasonable. Analysis of the wave transmission proper-
ties of the zonal-mean flow showed that conditionswere
more favorable to midlatitude upward wave propagation
in early winter, but that there was little difference be-
tween those in midwinter and those late in winter. This
is to be contrasted to the investigation of Plumb (1989)
using a height-dependent channel model that found
weaker midwinter wave amplitudes associated with the
prevention of vertical wave propagation by strong mid-
winter zonal mean zonal velocities. Our results empha-
size that when latitudinal structure isincluded, stronger
midwinter zonal mean zonal velocities alone are insuf-
ficient to reduce upward wave propagation; full consid-
eration must be taken of the heightatitude structure of
the mean flow.

For larger forcing amplitude a nonlinear model re-
sponse was obtained that more closely resembled the
NH stratosphere wave evolution, with large geopotential
wave amplitudes throughout winter. Two different evo-
lution states, E1 and E2, were obtained for the same
forcing values: in E1 the winter vortex remained rela-
tively strong, in E2 it was significantly reduced by the
action of the waves on the mean flow. Which winter
evolution a particular model simulation selected was
found to be dependent on the wave forcing amplitude
in early winter, during the development stage of the
polar vortex.

Despite the model exhibiting different evolution
states there was no evidence of rapid transitions between
the two, either in the sudden-warming setting of Chao
(1985), or in the seasonal-evolution setting of Yoden
(1990) described in section 2. In particular, the model
failed to exhibit arealistic SH-like final warming in the
late winters of the evolution state E1, even for wave-
forcing amplitudes that were capable of producing the
much more disturbed evolution state E2. One possible
reason for this is the constant-amplitude wave forcing
used in our study. In addition to the midwinter minimum
in stratospheric wave amplitudes, Randel (1988) also
reported an increase in the wave amplitudesin late win-
ter in the lower stratosphere. Our results suggest that
transient wave forcing might be needed to reproduce a
realistic final warming in a SH-like evolution.
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