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SUMMARY

A new mechanism for internal interannual variability of the extratropical stratospheric circulation is described.
The variability is infernal in the sense that it arises in a stratosphere-only model without any interarmual variability
being imposed externally. In particular the wave forcing in the model, representing the effect of the tropospheric
circulation, is kept constant from year-to-year and there is no imposed quasi-biennial variability in the equatorial
winds. It is argued that the internal variability arises because of the longer ‘memory’ of the stratospheric flow at
tow latitudes. The smaller Coriolis parameter at low latitudes means that a given wind signal has associated with
it a smaller temperature signal and is therefore less affected by radiative damping than a corresponding signal 1n
the extratropics. The circulation at low latitudes can therefore act as a large flywheel, retaining memory of zonal
mean quantities on an annual fime-scale or longer.

The mechanism for the variability is studied using & ‘mechanistic’ primitive-equation model of the strato-
sphere. Waves are forced by a constant wavenumber one perturbation to the geopotential height field at the lower
boundary and a seasonal cycle is prescribed through Newtonian cooling towards a time-dependent temperature
field. Interannual variability is found within a certain range of forcing amplitude. The variability typically takes the
form of a biennial oscillation, but more complex behaviour is also found under some circumstances. Diagnostics
suggest that zonal flow anomalies in the subtropics persisting from the end of one winter to the beginning of the
next are responsible for the interannual variability. Further experiments, in which the zonal flow at low latitudes
is constrained in a particular configuration, provide further evidence that the role of the subtropical flow is crucial
since constraining the subtropical flow reduces or eliminates the forcing range for which interannual variability s
obtained.

The importance of the contrast between high latitudes and low latitudes for such internal mades of variability
is consistent with their absence in stratospheric models such as the Holton-Mass model with a single degree of
freedom for representing latitudinal structure. To illustrate the mechanism for the interannual variability further,
an extended version of the Holton—Mass model is formulated that differentiates between high- and low-latitude
regions. As in the case with full latitudinal resolution, interannual variability is obtained when the amplitude of
the wave forcing lies within a certain range.

Keyworbs: Dynamics Numerical modelling Stratosphere

1. INTRODUCTION

Quantifying and understanding interannual variability is a vital part of assessing the
evidence for long-term trends, Furthermore, the simulation of variability that is similar in
magnitude and spatial and temporal structure to that observed is an important requirement
on general circulation models. The issue of interannual variability has, of course, long
been central to tropospheric general circulation studies. More recently, stratospheric in-
terannual variability has received attention as the number of years for which stratospheric
observational datasets are available have gradually increased and as multi-year runs of
troposphere—stratosphere general circulation models have become computationally feasi-
ble.

At least two distinct mechanisms for interannual variability in the extratropical strato-
sphere have been suggested. The first is associated with the interannual variabihity of the
tropospheric circulation. A whole string of observational and modelling studies have pro-
vided evidence that the tropospheric circulation is important in providing a forcing for
stratospheric planetary waves that may (in part) control the occurrence of sudden strato-
spheric warmings etc. (e.g. Labitzke 1982; Randel 1987; Mechoso ef al. 1988; Fairlie
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et al. 1990; for observational studies and e.g. O’ Neill and Pope 1988; Farrara et al. 1992;
Scinocca and Haynes 1998; for modelling studies). It follows that interannual variability
in the tropospheric circulation will almost inevitably result in a corresponding variability
in the stratospheric circulation. Some of this tropospheric variability may be associated
with well defined features such as the El-Nino Southern Oscillation (ENSO) signal. (e.g.
Wallace and Chang 1982; Labitzke 1982; Hamilton 1993),

A second important mechanism for interannual variability in the extratropical strato-
sphere arises from the equatorial quasi-biennial oscillation (hereafter QBO). The QBO is,
of course, the dominant manifestation of interannual variability in the tropical stratosphere
and it 1s believed to exert an important influence on the extratropics. Various observational
and modelling studies provide increasing evidence that the low-latitude circulation associ-
ated with a particular phase of the QBO affects the propagation of stratospheric planetary
waves in the extratropics (e.g. Holton and Tan 1982; Wallace and Chang 1982; Dunkerton
and Baldwin 1991; for observational studies and (e.g. Dameris and Ebel 1990; Holton and
Austin 1591; O’ Sullivan and Dunkerton 1994; for modelling studies).

Both these mechanisms for interannual variability in the extratropical stratosphere
might be regarded as externally forced. In this paper we investigate another distinct mech-
anism for interannual variability in the extratropical stratosphere that, in particular, does not
require variability in the tropospheric forcing. This mechanism is therefore most straight-
forwardly investigated in a ‘mechanistic’ stratosphere-only model of the type used for
many previous investigations, in which the effect of the tropospheric ctirculation on the
stratosphere 1s represented by forcing at an artificial lower boundary at 100 mb or so.

The hypothesis to be investigated is that the system comprising the stratospheric
circulation, plus a representation of the tropospheric forcing that is constant from year to
yeat, and without an equatorial QBQO, has its own internal modes of interannual variability.
In the context of the real atmosphere, such internal modes of variability would be expected
to interact with the existing external variability of the QBO and the troposphere. For
example, on the one hand weak external variability could excite the internal modes whilst,
on the other hand, the internal modes could modulate strong variability due to external
etfects.

The nternal interannual variability of the stratospheric circulation has already been
investigated in a simple model, the Holton-Mass model (Holton and Mass 1976), by
Yoden (1990). A seasonal cycle was imposed by applying radiative relaxation towards a
seasonally varying temperature field. Yoden found no evidence for interannual variability
and argued that the lack of it was due to the effects of radiative relaxation. It seemed
that such relaxation was strong enough to dissipate during the summer any anomaly in the
circulation remaining at the end of the previous winter. Thus any anomaly in the circulation
arising during a particular winter was ‘forgotten’ by the system before the beginning of
the following winter and there was no possibility of anomalies in one winter affecting the
next to give any interesting mode of variability.

Is it possible that some mode of variability relevant to the atmosphere has been
missed in Yoden’s model? It might be the case, for example, that the effect of the radiative
relaxation has been in some way overestimated in his experiments. The relaxation rate that
he used 1s not unreasonable. It is not the case that if one simply reduces the relaxation rate in
such experiments then interannual variability appears, since one complicating effect of the
reduction is that the circulation is no longer so effectively constrained to a quasi-realistic
seasonal cycle. However, one important aspect of the Holton—-Mass model is that it is based
on a mid-latitude f-plane channel. This, of course, will have implications for a number of
different aspects of the model circulation. One key aspect that seems potentially important
here 15 the effect of radiative relaxation on zonally symmetric dynamical quantities. There
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is an important difference between the effect on a latitudinally truncated 8-plane channel
and the effect on a sphere. In particular, the smaliness of the Coriolis parameter at low
latitudes on the sphere implies that a given radiative relaxation rate will damp dynamical
anomalies of a given vertical scale less at lower latitudes than in mid-latitudes. In this sense
the tropical stratosphere resembles a large, zonal flywheel, relatively unconstrained by the
effects of radiative relaxation, and with a longer ‘memory’ of zonal mean quantities. This
effect 18 crucial in determining the time-scale required to reach a steady state in problems
involving forced zonally symmetric circulations. It is therefore implicit in the results of
investigations of these problems such as Haynes er al. (1991), who solve using an expansion
in Hough functions and Holton er al. (1995), who give relevant scaling arguments. The
implications for the latitudinal structure of the QBO are discussed in Haynes (1998). A
simple illustration of the latitudinal variation in the effective damping rate is given in the
appendix.

Note the term ‘flywheel’ has been used in the stratospheric context before, particularly
in Snieder and Fels (1988). In that paper the emphasis is on the fact that the mechanical
inertia of the circulation is important in the thermal response to radiative heating (and it is
therefore as if the mechanical inertia modifies the thermal inertia).

Since the latitudinal variation was not represented in the S-plane geometry of Yoden’s
experiments, it 1s natural to determine whether internal interannual variability exists in 2
model that includes full latitudinal variation. This is the main topic to be investigated in
this paper. The structure of the paper is as follows. In section 2 experiments are described
using a spherical model with latitudinal structure, and one zonal wave component. In
section 3 similar experiments, but this time with low-latitude velocities constrained to a
particular configuration, are described. This is seen to have an important impact on the
existence of internal modes of variability. In section 4 the Holton—Mass model used in
Yoden’s experiments is extended, ad hoc, to include a crude representation of the low-
latitude effect. Variability is observed in such an extended model. Finally, conclusions are
given in section 5.

2. NUMERICAL EXPERIMENTS IN A MECHANISTIC MGDEL

(a) Model description

The model used in this study is a mechanistic primitive equation model written by Dr
R. Saravanan, with pressure as the vertical coordinate and a spectral representation in the
horizontal. The time-stepping uses the semi-implicit scheme, treating terms associated with
gravity waves mmplicitly, and uses a Robert time-filter to damp the computational mode
associated with the semi-implicit scheme (e.g. Haltiner and Williams 1980). There are
21 pressure levels, equally spaced in log-pressure, z = —H In(p/ p,) where p, = 10’ Pa,
spanning zp = 11.4 km (2 x 10* Pa) to z7 = 68.6 km (3.4 Pa), at intervals Az = 2.86 km,
and 21 latitudinal Legendre modes. The reference temperature profile is that of an isother-
mal atmosphere with 7,.; = 240 K, corresponding to a scale height, H, of 7 km. In the zonal
direction only the zonal and wave-1 components are retained. The severe zonal truncation
has often been used historically in studies of stratospheric dynamics, but has fallen out of
tavour as computational power has increased. We reinstate it in this work to allow the pos-
sibality of large sets of multi-year runs needed to investigate interannual variability. Why
such severe truncation can capture some aspects of the nonlinear evolution is discussed
in e.g. Haynes and MclIntyre (1987) and references therein. For the results presented in
sections 3 and 4 the model was run with hemispheric symmetry.
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The lower boundary wave forcing is through a perturbation in the geopotential height
field near the lowest model level. This 18 of the form

D' = h E(1)G(¢) (1)

where E (¢) is grown smoothly from O ats = 0to [ at ¢ > £, with #; == 10 days. The latitu-
dinal structure is given by G (¢) = 42*(1 — %), where fi{gg < p < 1) = (0 — po) /(1 —
o), (0 < 1 < pg) =0, and where it = sin ¢. Choosing (g = sin(r /6) gives amaximum
G(¢) = 1 located at ¢ == 60°, G(¢p < 30°) = 0. Here, A is the constant forcing amphitude,
varied as an external parameter between integrations.

The seasonal cycle is included by radiative relaxation to a seasonally varying potential
temperature field, 6z (¢, z, t), which is a sinusoidal superposition of summer and winter
potential temperature fields, 8xs{(¢, z) and Gpw (@, z), given by Oy = rbgs + (1 — 1) Grw
with r(#) = (1 4 cos 27wt/ T)/2. The potential temperature fields, 6gs and Grw, are spec-
ified by first specifying velocity profiles, Uyg and Upy, and calculating the geopotential
and hence potential temperature fields that are in balance with these velocity profiles. The
velocity fields are given by Ugs = Ur(—¢ = 0) and Uy = Unr(¢ = (), with

Ur(@, 2) == COS ¢ COS (% S ZE)) [ug tanh(bg(¢p — D)) + J1 + L2+ S]  (2)
Lt I8

for constants ug, by, ¢, With zg = 90 km, and where the J;(¢, z), are defined by
J; = u;sech(b; (¢ — ¢d;Nsech{ag;(z — z;)), i=1,2,3 (3)

for constants u;, b;, ¢;, a;, z;. The values of the constants for the velocity profile used in
this investigation are:

we=20m s, bo=.1, ¢=20°

u,=340ms~', by = .04, ¢ =60°, a=.085,z, =65km,
iy =—20ms™t, b=.1, ¢ =15, a,=.3, z,=230km,
Uy = —220m s, by = .03, ¢ = —55°, a3 = .08, 7z, = 70 km.

(4)

The summer and winter velocity profiles Ugs and Ugw are shown in Fig. 1. When
balancing, the zonal mean geopotential at the lower boundary, as well as the mterior
temperature field, is determined by requiring that T* - =0, where T is a vector of
temperatures at each pressure level, and B is a binomial vector of alternating sign {e.g. for
5 levels 8= (1, —5, 10, —10, 5)). This is one way of ensuring that a two-grid wave in the
temperature field is minimised and is a simple modification (for pressure coordinates) of
the approach set out in Hoskins and Simmons (1973).

The radiative relaxation rate is given as a function of height by a(z) =115+
tanh{({z — 35 km)/7 km)]} x 10-% s~!, as in Holton (1976). Rayleigh friction is applied
above z = 50 km, in a sponge layer, relaxing to a zero velocity field at rate x(z) = [1.02 —
exp((50 km — z)/40 km)] x 5 x 10~ s~!, The graphs of these damping rates are shown
in Fig. 2 together with the Iatitudinal profile of the wave forcing. Finally, horizontal scale
selective damping is applied using a V*® hyperdiffusion with a damping rate of 4/day at the
smallest scales (highest wavenumbers).



EXTRATROPICAL STRATOSPHERIC CIRCULATION VARIABILITY 2153

() summer (b} winter
70 S e e |
- HF..;-" 'ﬂﬂwg-qﬂ h'" MH e,
60F / ~ - o840 -7
p—nt (ff(f’“”%:?“\\:;\\\i
Eosop iyt e
& \"t\..*a:\“‘*-ﬂ-*’ff'{/f,‘f;!
e AOPANS T Ty
A \ L B R
&ﬁ 3 \ ~ o P, /
& 30} o
ai ol \ ,_zfq" /
20} ST
!
10 | i i s i
0 20 40 64 80 4, <0 40 60 80
latitude [deg] latitude [deg]

Figure 1. (a) Summer and (b) winter velocity profiles, Urs and Upw, used to calculate the surmmer and winter
radiative basic states.
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Figure 2.  (a) The height dependent radiative relaxation rate, o, in units day . (b) The height dependent Rayleigh
friction rate, x, in units day—'. (¢} The latitudinal structure, G (), of the lower boundary wave forcing (dimen-
sionless).

{(b) Results

The time evolution of zonal mean velocity at 60° latitude and 40 km altitude is shown
in Fig. 3 (solid curves), for ten year runs with various values of the wave forcing amplitude,
ho, between 220 m and 270 m. For hy = 220 m the response is, to a good approximation,
annually periodic, with the zonal velocity in each winter close to the velocity of the
radiatively determined basic state. As A, is increased, there is a transition to a biennial

response. Here the winter responses are alternately dynamically quiescent, characterized
by the zonal velocity close to the radiatively determined state, and dynamically disturbed,

characterized by the zonal velocity far from the radiatively determined state. There is a
large range of values of hy for which the response is of this biennially periodic form; for
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Figure 3. Evolution of the zonal mean velocity, at ¢ = 60°, z = 40 km (s0lid curves) and at ¢ = 20°, 7 == 25 km
(dashed curves), for ten year integrations with different wave forcing amplitades: (&) kg = 220, (b} hy = 225,
(¢) hg = 233, (d) hy = 250, (&) fip = 260. Time ¢ == {} corresponds to midsummer.

different kg in this range there are only slight differences in the degree to which the flow
is disturbed or quiescent. At the other end of this range, Ay = 250 m, there appears a more
gradual transition from the biennial response to a response consisting entirely of disturbed
winters. Although all the winters are disturbed, there is still a degree of apparently random
interannual variability here. We shall focus on the biennial variability of intermediate
forcing values, rather than the random variability of stronger forcing values.

Consideration of the time evolution of the zonal mean velocity at 20° latitude and
25 km altitude, highlights differences between the low-altitude flow response in the dis-
turbed and quiescent winters for the various forcing amplitudes, and is also shown in Fig. 3
(dashed curves). Generally the low-latitude flow is more easterly” (negative) during those
winters with quiescent high-latitude flow than during those winters with disturbed high-
latitude flow. Thus, after a quiescent winter the low-latitude flow is also more easterly than
after a disturbed winter and, given the longer time-scale for decay of anomalies at these
low latitudes, is also more easterly at the beginning of the next winter.

It may therefore be seen that, when the response is biennial, there is an easterly low-
latitude anomaly before a disturbed winter and a westerly low-latitude anomaly before
a quiescent winter. It will be argued below that these low-latitude anomalies play an
important role in determining the subsequent high-latitude flow evolution. For &, outside

this range, the forcing is either too weak or too strong for the low-latitude structure to
have a strong influence on the high-latitude evolution. Specifically, if /15 is too strong then

the high latitudes are disturbed whatever the low-latitude flow, whereas if 4, 15 too weak
then the low-latitude signature is too weak (at this forcing amplitude) to influence the
high-latitude evolution. |

* Or, equivalently, less westerly {positive); what is important is the relative strength between years.
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Figure 4. Monthly-mean zonal velocity anomalies, t.e. the difference of guiescent year minus disfurbed year, for

fip = 235 m. Monthly means are averaged over days (a) {(—60)1-(—30), (b) 0-30, (c) 6090, (d) 120-150, and day 0

corresponds to midsummer. Here, and in the following, solid contours are positive, dashed are negative and heavy
is zero. The contour interval is 4 m s} in {a)y and 2 m s™! in (b) to (d),

To validate this hypothesis concerning the role of the low-latitude anomalies it is
necessary to examine carefully the latitudinal structure of the velocity field and other dy-
namical quantities leading up to and following disturbed or quiescent winters. In particular,
a method of determining the mfluences on the high-latitude evolution, and the effect it has
on the low latitudes of the folowing year, will be described in section 3. This method,
which constrains the low-latitude winds in a given configuration, will help to indicate the
latitudinal extent of the low-latitude wind anomaly that determines the selection of a par-
ticular high-latitude winter response. Firstly though, it is instructive to note the quantities
such as EP flux divergence and potential vorticity gradient. These will give an indication of
the effect that disturbed or quiescent winters have on the wave propagation characteristics
of the mean flow. Consideration will be given to which features persist through the summer
evolution, from the end of one winter to the beginning of the next.

Figure 4 shows the meridional structure of the monthly-mean zonal-mean zonal ve-
locity difference between the dynamically quiescent and dynamically disturbed years eight
and nine of the 2y = 235 m simulation. Day 0 is the summer solstice and ‘quiescent year’
or ‘disturbed year’ refers to a year, summer to summer, containing respectively a quies-
cent winter or a disturbed winter. Figure 4(a,b) thus represents the relative {(quiescent year
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minus disturbed year) velocity anomaly in the summer (days (—60)—(+30), where day O is
the solstice) before a quiescent winter, or equivalently, in the summer after a disturbed win-
ter. The positive (westerly) anomaly between ~10° and ~40° corresponds to the stronger
easterlies following a quiescent winter, mentioned above. From Fig. 4{(c) (days 60--90) 1t
can be seen that this subtropical anomaly is long-lived, persisting until the onset of the
wave events at the beginning of the winter. The extratropical easterly anomaly between
~40 and ~65°, of similar strength to the subtropical anomaly in late winter (Fig. 4(a)),
decays at a faster rate during the summer and is correspondingly weaker at the beginning
of the following winter.

Two natural questions now arise in connection with this low-latitude anomaly. Firstly,
which features of the disturbed or quiescent winters lead to the anomaly? Secondly, how
does the anomaly effect the subsequent evolution, in particular, the selection of a disturbed
or quiescent winter response?

To address these questions we first compare cross-sections of the Eliassen—Palm flux
for the quiescent and disturbed winters. The clearest picture of the dynamical cause of the
anomalies is obtained by analysing the difference in the flux divergence per unit mass,

Fe— ' v.F (3)
Po COS ¢

between quiescent winters and disturbed winters, since this may be regarded as the forcing
that leads to the observed wind anomalies. (Here F = {F®, F®} is the Eliassen-Palm
flux as defined in, e.g., Andrews ef . 1987). This is shown in Fig. 5. In early winter (days
90-120, Fig. 5(b)) it is seen that there is a region of anomalously negative & (EP flux
convergence) at low latitudes, which is responsible for the anomalous easterlies seen in
Fig. 4(d) (days 120-150). Additionally, m late winter (days 275-333, Fig. 5(e,f)) there 1s a
broader region of anomalously negative %, extending in the vertical throughout the whole
of the stratosphere, which reinforces and deepens the anomalous easterlies.

These early and late winter flux convergence anomalies are a consequence of early
and late winter warming-like events in the quiescent winters. These quiescent winters
thus resemble a typical southern hemisphere winter evolution of the type reported by,
e.g., Randel (1988) and studied by, e.g., Plumb (1989), characterized by increased wave
amplitudes in the early and late winter, and a ‘midwinter minimum’ of wave amplitude just
after midwinter (~day 230 in this case). A possible explanation of this behaviour in simple
models is that the mean flow passes through a state for which the wave forcing 1s resonant
e.g., Dunkerton et al. 1981; MclIntyre 1982; Clark 1992; Scott 1996). In this case (and
those of Clark and Scott) the slow variation of the mean flow through possible resonant
states is allowed by the seasonal cycle. Figure 6 (dot-dashed line) shows the latitudinally
averaged vertical EP flux through the lower boundary, defined by

3

(F]) = f " FO cos ¢ dp. (6)
{

The sharp increase around days 70-90 and days 280-310 is certainly consistent with
resonance, 1.e. with the existence of a free mode of the same phase speed as the lower
boundary forcing, i.e. zero phase speed, at those times.

The strong time variation of the EP flux through the lower boundary is a reminder
that this aspect of the wave forcing is determined by the model and, if the lower boundary
geopotential is imposed, cannot be externally imposed. As discussed by McIntyre (1982),
it is not at all clear that imposing the geopotential at an artificial lower boundary correctly
represents the effective tropospheric forcing of the stratosphere, particularly in view of
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Figure 6, Latitudinally averaged, vertical EP flux through the lower boundary, (F%{g}, for hp = 235 m. The
solid curve depicts a disturbed vear (from ¢ = 8 to ¢t = 9 years in Fig. 3(c}) and the dot-dashed curve depicts a
guiescent vear {from ¢ = 9 to ¢ = 10 years in Fig. 3(c)).

the strong resonance effects noted above. Nonetheless, wishing to address the question of
interannuoal variability without first having to solve the difficult problem of the optimal
representation of the tropospheric forcing, we here followed the precedent of much mod-
elling work over the last fifteen vears or so, including all of that mentioned 1n section 1
in connection with investigation of the extratropical QBO, in using the geopotential lower
boundary condition.

Another important feature of Fig. 5(c.d) (and the intervening winter months, not
shown) is the large region of anomalously positive & (EP flux divergence), persistent
throughout much of the winter at most latitudes in the stratosphere. This is naturally
associated with larger EP-flux convergence in the disturbed winters, and suggests that
there might be greater EP flux into the domain interior in the disturbed winters than in
the quiescent winters. This may be confirmed from Fig. 6, by comparing the latitudinally
averaged vertical EP flux through the lower boundary, (F9|g), for the two years. If we
again associate large upward EP fluxes through the lower boundary with near-resonant
conditions, the differences highlighted in Fig. 6 suggest that the flow during a disturbed
winter is generally closer to resonance conditions than the flow during a quiescent winter.

To focus more closely on the second question above——which features of the anomaly
lead to different wave propagation characteristics in different winters—two further
diagnostic fields are considered: cross-sections of the difference in latitudinal gradient
of potential vorticity, Q, between quiescent and disturbed winters, shown in Fig. 7, and
cross-sections of zonal velocity for disturbed and quiescent winters taken separately, shown
in Fig. 8. The former is rescaled in the vertical following Lait (1994). The greater EP flux
through the lower boundary into the domain in disturbed years than in quiescent years,
suggests that there will generally be more mean flow deceleration then, to some extent
regardless of the meridional structure of the u or Q4 fields, and to which latitudes the
waves propagate. However such fields do allow some explanation of the detatled pattern
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of EP flux divergence anomalies observed in Fig. 5, especially those associated with the
early and late winters of the quiescent years.

Insight into the hkely differences between wave propagation in quiescent versus
disturbed winters is best given by examining the Q4 anomalies, shown in Fig. 7. These
show a markedly increased potential vorticity gradient at low latitudes (10°-30°) in the
quiescent winters, which persists until day 120. Thus, in the quiescent winters there is likely
to be greater wave propagation at these latitudes: the larger PV gradients at low latitudes
will allow waves to enter that region and be absorbed there. At higher altitudes the wave
amplitudes become larger, and the thermal and momentum damping stronger (Rayleigh
friction above 50 km) and the waves are dissipated, causing the region of low-latitude flux
convergence shown in Fig. 5(b,c).

In late winter the situation is different, and the wind fields themselves provide insight
into the EP flux convergence patterns of Fig. 5(e,f). Following a disturbed winter, from
around day 242, easterlies develop at middle latitudes and descend until they are deep
and span the vertical, Fig. 8(c,d). Since this latitude range is also that at which the lower
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boundary forcing is applied, vertical wave propagation is prevented and the waves do not
penetrate into altitudes above 30 km, this height descending as the zero wind line descends
from day 240 to day 300. Following a quiescent winter, on the other hand, westerlies persist
at most latitudes until day 300 and later, Fig. 8(a,b). Thus wave propagation is possible and
takes two separate courses: one to low latitudes, following great circles, and dissipating
in these regions where there are weak westerlies; the other upwards to high altitudes, and
dissipating in these regions where there are increased damping rates. As mentioned above,
it is the forcing of the mean flow associated with low-latitude dissipation of the waves
that is important in setting the anomalous low-altitude easterly winds at the end of the
quiescent winter,

3. SENSITIVITY TO CONSTRAINTS ON THE LOW-LATITUDE VELOCITIES

To confirm the hypothesis that it is the low-latitude wind anomalies that are responsi-
ble for the selection of either a disturbed or a quiescent winter evolution, simulations have
been carried out in which the low-latitude zonal wind field is constrained to follow a par-
ticular temporal evolution. Both the latitudinal extent of the constraint and the associated
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wind field itself have been varied in these simulations, to try to ascertain exactly which
features, and at which latitudes, lead to a particular winter response.

The constraint 1s applied by including Rayleigh friction in the zonal mean momentum
equation, relaxing the zonal-mean zonal velocity, i, to the required velocity field, on a
short latitude-dependent time-scale, 1/4;, where

1
1 caszmi 0=¢ = ¢

| Y | 7)
LO ¢ > ¢y

K (g) = 5 days

The parameter ¢, therefore determines the width of the constrained region. There is no
such additional friction applied to the wave-1 components of the velocity.

Two different time varying constraining velocity fields have been used, both taken
from an unconstrained simulation that exhibits interannual variability (that shown in
Fig. 3(c) with g = 235 m). In one the constraining velocity field, Uy, is one that leads
into a quiescent winter; in the other the constraining velocity field, Uy, is one that leads
into a disturbed winter. Both of these time evolving velocity fields are taken from the
midwinter before the quiescent or disturbed winter through to the midwinter of that year
itself. In terms of the evolution shown 1n Fig. 3(c), Ug(¢, z, £) is the velocity field from
time ¢ = 8.5 to time ¢ = 9.5 and Up (¢, z, t) is the velocity field from time ¢ == 7.5 to time
t = 8.5. Each of these time series is then repeated with annual pericdicity.

If ¢ were large enough the constraint would operate at almost all latitudes and
the response would follow Ug or Up nearly everywhere, i.e. all winters would be either
disturbed or quiescent, with no variability. On the other hand, if ¢; were very small the
constraint should make very little difference to the flow response: if other parameters are
as before the response should still be interannually variable with alternately disturbed and
quiescent winters, If it is the case that the low latitudes in early winter control whether the
subsequent evolution is disturbed or quiescent, then it should be the case that increasing
¢y, past some critical, and relatively small, value should eliminate the variability.

Figure 9 (solid curves) shows the high-latitude (60°N, 40 km) evolution of six sim-
ulations using the two different constraining velocities, Uq and Up, and three different
values of ¢r: 15°, 20° and 25°. It is seen that for ¢ = 15° (Fig. 9(a,d)) the constraint
makes little difference and the response is still biennial as before. On the other hand, for
¢y, = 25° (Fag. 9(c.1)) the constraint has sufficient influence over the high latitude evolution
to produce either all disturbed or all quiescent winters, depending on which constraining
velocity is used, Up or Ug. For the intermediate value, ¢; = 20°, (Fig. 9(b,e)) an interme-
diate response is obtained: with the quiescent constraining velocity, Ug, (Fig. 9(b)) all the
winters are still quiescent, but less so than before; with the disturbed constraining velocity,
Up, (Fig. 9(e)) there is a clear biennial response, although each winter is still relatively
disturbed.

Similar behaviour is also observed in the low-latitude (20°N, 25 km) evolution of the
same six cases Fig. 9 (dashed curves). For ¢ = 15° (Fig. 9(a,d)) there is little difference
between constraining to Up or to Uy, For ¢, = 25° (Fig. 9(c.f)) the ‘response’ is entirely
governed by Up and Uy, at 20°, which is to be expected since the velocities are constrained
at this latitude. For ¢ = 20° (Fig. 9(b,e)) again the intermediate nature of the response is
apparent: 1f the constraining velocity is Uy, the velocities at the beginning of each year
are between those of Ug and Up; if the constraining velocity is [/, the velocities at the
beginning of each year are variable, but within a much smaller range than the unconstrained
case of Fig. 3(c).
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Figure 9. FEvolution of the zonal mean velocity at 60°, 40 km (solid curves) and at 20°, 25 km (dashed curves), for
ho = 235 km. These integrations are similar to Fig. 3(c) but now include low-latitude relaxation to the constraining
velocities Uqg or Up: (a) to {c) using Uy, with ¢y = 15°, 20°, 257; (d) to {f) usmg Up, with ¢y, == 15%, 20°, 25%,

Since, as seen from Eq.(7), the time-scale of the constraining relaxation 1s not constant
over the latitude range [0°, ¢ ], it is necessary to check the actual latitude range at which
the velocity evolution is close to Ug and Up,. Differences between quiescent and disturbed
years were used as in Fig. 4, for the constrained cases above that produced variability,
Fig. 9{a,d,e). It was found that for ¢, = 15° the velocities are constrained to within 2 m g~ !
between (° and 8°, and for ¢, = 20° the velocities are constrained to within 2 m s™* of Up,
between (° and 13°. For ¢y = 25°, there is no interannual variability so it is meaningless to
take differences between quiescent and disturbed years. However, the difference between
the velocity evolution i, and the constraining velocities, Uqg and Uy shows that the velocities
are constrained to within £2 m s~ between 0° and 16°. Thus, for example, in the case
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of ¢ = 25° with Ug in Fig. 9(f}, the tendency of the evolution to produce anomalous
easterlies at low latifudes following the quiescent winters is being significantly reduced
within {7, 16°]. The velocities in this example are forced to follow a structure that would,
in the unconstrained case, be present after a disturbed winter.

'To be certain that imposing the low-latitude constraint for a particular ¢ is really
altering or eliminating the interannual variability, rather than merely changing the forcing
range for which variability occurs, four cases, with ¢ = 20° and ¢ = 30° for each of
the constraining velocities Ug and Up, were repeated with different values of the lower
boundary forcing. In these cases, constraining with Ug always led to relatively quiescent
winters and constraining with U, always led to relatively disturbed winters. Therefore the
cases with U were repeated with stronger forcing until disturbed winters occurred and,
conversely, the cases with Up were repeated with weaker forcing until quiescent winters
occurred.

The results are shown in Fig. 10 for ¢, = 20°, and Fig. 11 for ¢, = 30°. The general
picture 1s that for ¢ = 20°, stronger or weaker forcing values do exist that give rise to
interannual variability in both the case constrained with U/, and the case constrained with
Up. On the other hand for ¢, = 307, such forcing values do not exist in either the case Uy
or the case Up.

A few details should be noted. In the case ¢, = 20°, Uy (Fig. 10{a—c)) increasing the
forcing to hp = 240 m still results in quiescent winters though less quiescent than those
resulting from /g = 235 m. Further increase to si; = 245 m leads to varniability”. Despite
the stronger forcing, the quiescent winters are more quiescent than with 4, = 240 m. This
1s consistent with the idea that a disturbed winter 1n one year results in conditions more
favourable to a quiescent winter 1n the following vear. A similar pattern occurs in the case
¢r = 20°, Up (Fig. 10(d-f)). First, as the forcing is reduced to Ay = 230 m, the magnitude
of the vanability increases—the quiescent winters are more quiescent. Then, as the forcing
1 reduced to /iy = 225 m, the variability ceases, and all winters are quiescent. This time,
despite the weaker forcing, these winters are less quiescent than in the variable case with
hy = 230 m. On the other hand, in the case of ¢ = 30° (Fig. 11), the two sequences
constrained with Uy and Up both show a gradual transition from either the quiescent or
the disturbed regime to the other as the forcing is increased or decreased. Here variability
is not observed for any of the intermediate forcing values considered. (The variability in
the case Uy with Ay == 250 m is slight and confined to the second half of each winter; each
15 essentially disturbed.)

It is interesting to note how the latitudmally averaged vertical EP flux through the
lower boundary, (F¥|g), is affected as the strength of the forcing is varied as above.
An example 1s shown in Fig. 12(a)-(c), which corresponds to the three cases shown in
Fig. 11(d)-(f), constraining to Up with ¢ = 30°, and he = 230, 2253, 220 m. The changes
in {F'¥|g) more or less reflect the state of the high latitude winds: large { F9|g) corresponds
to disturbed winters and small (F©|y) corresponds to quiescent winters. In this sense, it
is possible to use (F“|z) as an index of the flow regime of a particular winter. This was
done for a further set of experiments on the sphere, described briefly in the conclusions
below. Further, large increases in {F'¥|g) can be associated with the flow being close to
conditions for resonance, as investigated by Dunkerton ez af. (1981), Clark (1992) and Hsu
(unpublished, described m Clark 1992, Ch. 2). From this point of view, both the ¢ = 20°
and ¢ = 30° constramts are insufficient to determime the resonant properties of the flow:
for strong or weak enough forcing resonant or non-resonant like responses occur for both

* The collapse to zero winds in Fig. 10(c), and in Fig, 11{c) below, in the third model year is a result of numerical
instability. |



2164 K. K. SCOTT AND P H. HAYNES

6ot (a) Ug hy=235m

velocity [ms™]

7
2 &0
E 40
IR
3 20
¢
-

!
O D) dx
s T e S e Y i

-

2 3 4 &
time [vears]

Figure 10. Evolution of the zonal mean velocity at 60°, 40 ki constraining to Ug or Up with ¢y, == 20°. These are
similar to Fig, 9(b.e) but with different wave-forcing amplitudes, k¢ (a) to (¢) constraining to Ly, with Ay = 235,
240, 245 m; (d) to (f) constraining to Uy with g = 235, 230, 225 m,

Ug and Up. On the other hand, the ¢, = 30° constraint is sufficient to eliminate interannual
variability whereas the ¢y, = 20° constraint is not.

4. BIENNIAL VARIABILITY IN A ‘TWO-STREAM  MODEL

(a) Model formulation

In this section a modification is introduced to the Holton-Mass model (Holton and
Mass 1976, hereafter HM) to allow for the different time-scales for the persistence of
velocity anomalies at different latitudes. The modification appeals to the properties of
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Figure 11. Evolution of the zonal mean velocity at 60°, 40 km constraining to Up or Up with ¢ = 30°. Again
the wave-forcing amplitude is different between cases: (a) to (¢} constraining to Ug, with Ay = 240, 245, 250 m;
(d} to (f) constraining to Up with kg = 230, 225, 220 m.

linear wave propagation on a sphere. It is well known {e.g. Karoly and Hoskins 1982)
that Rossby waves generated in mid or high latitudes will tend to propagate equatorwards,
followmng a great circle. Thus, planetary scale Rossby waves, propagating from, say, 100 mb
in midlatitudes, will favour low latitudes in the absence of other factors, such as the effect of
the mean flow structure. (Of course, if the low-latitude winds are in a state unfavourable to
wave propagation, e.g. easterly, the waves will be confined to high latitudes.) Differences
between high and low latitudes are not represented in the Holton~-Mass model, which
18 based on a md-latitude channel and assumes that zonal mean quantities and waves
have a pre-specified latitudinal structure, usually the greatest Fourier mode across the
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Figure 12. Latitudinally averaged, vertical EP flux through the lower boundary, {F®|g), for the three cases
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channel. The simplest relevant modification to the Holton—-Mass model, therefore, is to
allow two zonal velocities, one low-latitude and one high-latitude, which receive more or
less of the wave amplitude according to their strength. This allows the possibility that the
relaxation rate for the low-latitude velocity 1s less than that for the high-latitude velocity.
We emphasize that the model thus formed is not intended to be a realistic representation
of the atmosphere. Rather, the intention is to illustrate how the addition of Iatitudinal-like
structure in a very simple model can lead to internal interannual variability of the form
discussed above.

The Holton—-Mass model evolution equations dertve from the zonally and latitudinally
truncated quasi-geostrophic potential vorticity equation (HM, Eq.(1)). This can be written
in the form of evolution equations for zonal velocity, U (z), and perturbation streamfunc-
tion, W{z) (HM, Egs.(9), (10)). Neglecting damping terms, these evolution equations take
the form

LoV =Fy[U, V] (8)
FoU =Fy[V] &)

where £y and &, are linear operators, which are independent of, respectively, U and W,
and Fy and %, are functionals of I/ and W. Equation (8) describes the time evolution of
the waves and Eq. (9) the time evolution of the zonal flow. The form of these operators
and functionals depends on the zonal and latitudinal wavenumbers.

For the modified model we now assume that there are two separate regions into which
the waves can propagate, low-latitude and high-latitude, including separate zonal velocities
[/; and Uy, and that the wave evolution in turn depends on some combination of these
velocities. Our modified equations take the form

Eg ¥ =Fyla Uy, + aglUy, V] (10)
LoUp = by Fy[ V] (11)
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LyUy = byFy[¥] (12)

for some choice of a;, ay, br, by. Equation (10) is the modified analogue of Eq. (8),
describing the evolution of the waves. Since it is envisaged that the waves (in general)
extend over both high-latitude and low-latitude regions, it is expected that ¥ depends
both on Uy and Uy. The original velocity, U has therefore been replaced in the wave
equation (Eq. (10)) by a linear combination of the new low- and high-latitude velocities,
a U + auUy, to represent this dependence in the simplest possible way. Equation (11)
and Eq. (12) are the modified analogues of Eq. (9), but separately describe the evolution of
the low- and high-latitude velocities. The coefficients &, and by indicate the effect of the
waves on the mean flow in each of the two regions. The further assumption that the total
effect of the waves on this combination of high- and low-latitude velocities 1s the same as
the effect of the waves on the single original velocity in Eq. (9), 1.e.,

a . LyUr, + ayLyUn = Fy (W) (13)

implies the condition:
ﬂLbL e aHbH = 1. (14)

We require that the model be consistent with two important limiting cases. When
the waves are entirely confined to low latitudes they should be independent of the high-
latitude velocity, so ay = 0. Similarly the high-latitude velocity should be independent of
the waves, so by = 0. The model should then be equivalent to a ‘low-latitude” Holton-
Mass model, hence a; = by, = 1. Correspondingly, when the waves are entirely confined
to high latitudes ag = by = 1 and ay, = b, = 0. We further require that 0 < gy, ag = 1.

To allow the model to represent the atmosphere in the sense that wave propagation
favours either the high-latitude region or the low-latitude region we make gy, ay, b, bu
functions of the low-latitude flow Uy at z == 20 km. We define

Uy
I — 5;:— 0 < U, <Uc
Y =11 Up,, <0 (15)
0 ULZ{} z e

for some Ug, where Uy, = Uy (z = 20 km), and set

gy = by = COS E, aH—_—bH:sinﬁ (16)
2 2

which preserves the condition of Eq.(14). Thus when U, <0, ap = b, =0, (y = 1),

waves do not propagate into the low-latitude region and the zonal velocity evolves only at

highlatitudes; when Uy ,, 2 Ug, ay = by = 0, y = 0), waves do not propagate into the high-

latitude region and the zonal velocity evolves only at low latitude; and when 0 < U, < Ug

there is a smooth transition between these two extremes with wave propagation and zonal

velocity evolution in both regions. This choice of ar, au, b, by 1s not the only possible

one, but serves adequately and requires the choice of only one extra external parameter,
Ue.

The damping is reintroduced to Eqgs.(10)—(12) using separate relaxation time-scales

ar, and oy for relaxation to separate ‘radiative’ equilibrium velocities Uy, and Upy 1n

low- and high-latitude regions respectively. Consistent with the arguments presented in
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Figure 13. Evolution of the high-latitude velocity, Uy, at z = 35 km (solid curves) and low-latitude velocity,

U/, at z == 20 ki (dashed curves, exaggerated five-fold) for ten vear integrations of the two-stream Holton—Mass

mode} with different forcing amplitudes: {a) hg = 135 m, (b) &g = 140 m, (¢} Ay = 150 m, (d} hp = 160 m. Time
t = { correspondds to midsummer,

the appendix, the low latitude time-scale is generally chosen to be longer than the high
latitude time-scale. For simplicity the thermal relaxation applied to the waves is set equal
to ary. This is justified on the basis that the latter represents not just thermal dissipation,
but a number of different processes that lead to wave dissipation, including wave breaking.

(b} Results

Consecutive years of Uy and U (exaggerated by a factor of five) for various forcing
values are shown inFig. 13, for the case Uc = 12 m s, The radiative equilibrium velocities
used here are given by Up, = 22m s™! and Ugu (#) = [10 — 22’ cos 22} ms™!, withz’ inkm
above the lower boundary at 10 km, and ¢ in days after midsummer. The radiative relaxation
rates, oy and «p, are such that o = %n{m with ay as m HM Eq.(12). The results show
a similar pattern to that obtained using the primitive equation model on the hemisphere:
tor weak forcing, hy = 1335, each year is quiescent; for strong forcing, Ay = 160, each
year is disturbed; for intermediate forcing, 136 =< iy =< 153, disturbed and quiescent years
alternate. Interannual variability was also found for a range of values of the parameters U
and Uy, with larger Uc requiring larger Uyy and larger kg for similar behaviour.

Figure 13 shows that for cases that exhibit disturbed winters, i.e. for hy > 135, Uy
lies in the range [0, 8]. Equivalently, v lies in the range [0.3, 1]. Further, y is typically
smaller (U, is larger) in the early winters. Since small y corresponds to wave propagation
into the low-latitude region, it follows that if Uy, is large enough in early winter there is less
wave propagation into high latitudes and a guiescent winter follows. By mid-late winter
the low-latitude waves decrease U so that waves are focused again into high latitudes
and a final warming type event occurs. Because of the increase in EP flux convergence

assoclated with this event, U; also decreases sharply at this time, focusing more waves
into high latitudes.

On the other hand, if U7, is smaller in early winter, there is greater wave propagation
into high latitudes. This results in an earlier sudden warming type event, occurring this
time in midwinter. As before, this also forces a sudden decrease in Uy to nearly zero,
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at which point waves are again directed only into the high-latitude regions. Since this
deceleration occurs earlier in the disturbed winter, U, also begins its recovery to Upg
carlier in the disturbed winter. This results in a larger U, after the disturbed winter than
atter the quiescent winter.

Thus, the winters are characterized by the timing of the sudden warming-type event:
a midwinter——major warming-—occurrence corresponding to a disturbed winter, and a late
winter—final warming—occurrence corresponding to a quiescent winter. Since the low
latitude velocity, U, , exhibits similar decreases to Uy, the picture obtained s no longer the
simplified one in which waves either affect the low latitudes or the high latitudes, one or the
other. The variability is characterized by the timing of the warming, which in turn Ieaves
a signal that persists until the following winter. The difference in low- and high-latitude
damping rates implies that the signal remains strongest in the low-latitude region.

The crucial role of the relative weakness of the low-latitude relaxation in allowing
the interannual variability was confirmed by varyving o4 . Recall that in the simulations

reported above the relaxation rates satisfy o = 0.loy, giving o =~ mhm in the lower

stratosphere. Focusing on the case Uz = 12, Upy = 22 above and increasing «p , shows

that no variability occurs for o > 0.12ay, or oy = = t:iays‘ Varying Ay, for this value of ¢,

obtains instead a gradual transition from quiescent to disturbed winters with increasing
hyp. This is characterized by the appearance of a sudden warming that occurs in late winter
for small hy——quiescent winters—and occurs in earlier winter for larger hy—disturbed
winters. Again we conclude that interannual variability occurs only when the ‘memory’
of the low-latitude flow lasts from year to year.

5. CONCLUSIONS

The results presented in this paper have demonstrated the possibility of internal inter-
annual variability in stratosphere-only models, arising from the relatively long memory of
low-latitude velocity anomalies. The longer memory is due to the fact that low-latitude ve-
locity anomalies have, due to the latitudinal variation of the Coriolis parameter, relatively
weaker associated temperature anomalies than those at high latitudes. The interannual vari-
ability has been demonstrated both in a hemispherical model and in an ad hoc extended,
‘two-stream’ B-plane model.

The interannual variability was manifested by a biennial signal in the winter evolution,
with alternately dynamically disturbed and dynamically quiescent winters. (However one
might imagine that less coherent modes of interannual variability might also be allowed
by the memory from one year to the next.) The biennial variability was found for a range
of forcing amplitudes. Forcing amplitudes that lie above or below this range produce,
respectively, a winter response that 1s always disturbed or always guiescent.

Both the models considered have been severely truncated in the zonal direction to
make computationally feasible the possibility of many sets of multi-year runs. We argue
that such models contain the essential ingredients of two-way interactions between waves
and mean flow that would be present in models with isotropic horizontal resolution, but
clearly extending this investigation to such models is a priority for future work.

For the hemispherical model discussed 1n section 2 1t was noted that a deep westerly
anomaly centred around 2()° latitude, persistent from the end of one winter through to
the beginning of the next, was the likely cause of the selection of a quiescent winter. The
anomaly itself was seen to result from the previous winter evolution, or, more precisely,
from the difference between the previous disturbed and the guiescent winter evolutions.

Various pieces of evidence have been presented to strengthen the claim that this sub-
tropical anomaly, rather than an equatorial anomaly also observed, is a vital component
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of the variability. In particular, a low-latitude relaxation on the zonal velocity was used to
damp out anomalies within a specified latitude range about the equator. Even when the
constraining velocity eliminated the equatorial anomaly between 0° and 12° interannual
variability was still observed. It was necessary to eliminate the subtropical anomalies ob-
served in the unconstrained simulations (westerly before a quiescent winter) to completely
eliminate the variability.

All results presented here were for models on a hemispheric domain, Similar se-
quences of experiments have been performed on a full spherical domain, with wave forcing
only in one hemisphere and show a similar biennial variability. In addition, less regular
variability, in which a quiescent winter occurred approximately every three years was also
obtained for a certain forcing range. In this regime half of the disturbed years were fol-
lowed by a quiescent year and half by another disturbed year. Analysis revealed that the
only difference between these cases was the presence of a subtropical anomaly before the
quiescent year. A second approach indexed each year with the annually averaged vertical
EP tlux through the lower boundary, the higher the index, the more disturbed the vear.
There was a strong correlation between the lowest values of the index of a particular year
and the strength of the subtropical westerly anomaly at the beginning of that year.

What 1s the relevance of this work to processes in the real atmosphere? Variability in
the real stratosphere arise at least partly through variability in the external conditions, e.g.
the magnitude of disturbances in the troposphere, or the low latitude winds influenced by
the phase of the equnatorial QBO (regarded as external to the extratropical stratosphere}. One
natural question, therefore, is this: if the internal modes illustrated here are also present in
the real atmosphere, to what extent will the variability associated with these dominate or be
dominated by the effects of external variability? Even if external variability dominates, the
mechanism identified here may be important in determining the response of that variability.

Regarding the tropospheric variability, some indication of the relative importance of
the mechanisms might be gained by comparing the magnitude of the interannual variability
of geopotential height disturbances at, say, the 200 mb height level with the range of model
forcing amplitudes that lead to model variability. In the studies in this chapter, the width of
the forcing range that produces variability is approximately 15%. Thus it could be argued
that, 1f this range 18 of the same order as that observed in the upper troposphere, variability
arising from the longer memory of low latitudes might not be entirely swamped by the
variability of the upper troposphere.

Certainly a better understanding of the mechanisms for internal variability will allow
better statistical interpretation of long term variability. The longer memory of the subtropics
has been clearly demonstrated here and may well have to be taken into account in such
interpretation. Current statistical analyses of long term interannual variability typically
treat each year independently of all other years, i.e. the flow is assumed to have no memory

between years. The results of this investigation suggest that this may not always be a valid
assumption,
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APPENDIX

Effective relaxation at low-latitudes

We illustrate here how the rate at which momentum anomalies are damped by thermal
or momentum damping depends upon the Coriolis parameter. These 1deas have been illus-
trated in, e.g., Garcia (1987); Holton et al. (1995); Haynes (1998}, for spherical geometry;
they are here described on the f-plane for simplicity.

Under the quasi-geostrophic and Boussinesq approximations, the linearized TEM
primitive equations for zonally symmetric flow on the f-plane are

o

o ~ fv=—k(u ~ ug) (A1)
36
5}“ + HJ@(}E = - (9 — Br) (AZ)
fu, + 26, =0 (A.3)
B
vy + w, =0 (A4)

using standard notation; « is the momentum damping rate, « is the heating/cooling rate. We
consider perturbations to a steady, balanced, system with u = ug, 6 = 6. Then Eqs.(A.1)-
(A.4) with ug = 8 = 0 govern the evolution of the perturbation. These can be combined
to form a single equation for &:

d J
(a: -+ ﬁ?) Frug, + (I{ -+ -5}-) Nuy =0 (A.5)

where N = g6y, /0. Substituting u « explily + imz + iwt} into Eq.(A.S), leads to the

dispersion relation
N2\ 2,2\
W= i (1 + fzmz) — IK (1 -+ J;rzp ) ‘ (A.6)

Since Im(w) < O this is an exponentially decaying response. The rate of decay due to
thermal damping (x = 0) tends to zero as f tends to zero, for fixed { and m. On the other
hand, the rate of decay due to momentum damping (o = 0) tends to « as f tends to zero.

Since the seasonal cycle in the real atmosphere arises as a result of seasonally varying
radiative heating or cooling rather than frictional momentum damping, any anomaly in the
momentum or temperature fields will decay at the latitudinally dependent rate given by
Eq.(A.6) with « = 0. As can be seen, this decay rate also depends on the meridional
structure of the anomaly: vertically deep structures with small m will decay more slowly
than shallow structures with larger m.
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